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Always read the following precautions and the separate "Safety
Manual" before starting use of the robot to learn the required
measures to be taken.

/\ Safety Precautions

/

& Caution
& Caution

& Warning

& Caution

& Danger

& Caution

& Caution

& Caution

All teaching work must be carried out by an operator who has received special
training. (This also applies to maintenance work with the power source turned ON.)
Enforcement of safety training

For teaching work, prepare a work plan related to the methods and procedures of
operating the robot, and to the measures to be taken when an error occurs or when
restarting. Carry out work following this plan. (This also applies to maintenance work
with the power source turned ON.)

Preparation of work plan

Prepare a device that allows operation to be stopped immediately during teaching
work. (This also applies to maintenance work with the power source turned ON.)
Setting of emergency stop switch

During teaching work, place a sign indicating that teaching work is in progress on the
start switch, etc. (This also applies to maintenance work with the power source
turned ON.)

Indication of teaching work in progress

Provide a fence or enclosure during operation to prevent contact of the operator and
robot.
Installation of safety fence

Establish a set signaling method to the related operators for starting work, and follow
this method.
Signaling of operation start

As a principle turn the power OFF during maintenance work. Place a sign indicating
that maintenance work is in progress on the start switch, etc. Indication of
maintenance work in progress

Before starting work, inspect the robot, emergency stop switch and other related
devices, etc., and confirm that there are no errors.
Inspection before starting work



The points of the precautions given in the separate "Safety Manual" are given below. Refer to the
actual "Safety Manual" for details.
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When automatic operation of the robot is performed using multiple control devices
(GOT, programmable controller, push-button switch), the interlocking of operation
rights of the devices, etc. must be designed by the customer.

Use the robot within the environment given in the specifications. Failure to do so
could lead to a drop or reliability or faults. (Temperature, humidity, atmosphere, noise
environment, etc.)

Transport the robot with the designated transportation posture. Transporting the
robot in a non-designated posture could lead to personal injuries or faults from
dropping.

Always use the robot installed on a secure table. Use in an instable posture could
lead to positional deviation and vibration.

Wire the cable as far away from noise sources as possible. If placed near a noise
source, positional deviation or malfunction could occur.

Do not apply excessive force on the connector or excessively bend the cable.
Failure to observe this could lead to contact defects or wire breakage.

Make sure that the workpiece weight, including the hand, does not exceed the rated
load or tolerable torque. Exceeding these values could lead to alarms or faults.

Securely install the hand and tool, and securely grasp the workpiece. Failure to
observe this could lead to personal injuries or damage if the object comes off or flies
off during operation.

Securely ground the robot and controller. Failure to observe this could lead to
malfunctioning by noise or to electric shock accidents.

Indicate the operation state during robot operation. Failure to indicate the state could
lead to operators approaching the robot or to incorrect operation.

When carrying out teaching work in the robot's movement range, always secure the
priority right for the robot control. Failure to observe this could lead to personal
injuries or damage if the robot is started with external commands.

Keep the jog speed as low as possible, and always watch the robot. Failure to do so
could lead to interference with the workpiece or peripheral devices.

After editing the program, always confirm the operation with step operation before
starting automatic operation. Failure to do so could lead to interference with
peripheral devices because of programming mistakes, etc.

Make sure that if the safety fence entrance door is opened during automatic
operation, the door is locked or that the robot will automatically stop. Failure to do so
could lead to personal injuries.

Never carry out modifications based on personal judgments, or use non- designated
maintenance parts.
Failure to observe this could lead to faults or failures.
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When the robot arm has to be moved by hand from an external area, do not
place hands or fingers in the openings. Failure to observe this could lead to hands or
fingers catching depending on the posture.

Do not stop the robot or apply emergency stop by turning the robot controller's main
power OFF. If the robot controller main power is turned OFF during automatic
operation, the robot accuracy could be adversely affected. Moreover, it may interfere
with the peripheral device by drop or move by inertia of the arm.

Do not turn off the main power to the robot controller while rewriting the internal
information of the robot controller such as the program or parameters. If the main
power to the robot controller is turned off while in automatic operation or rewriting the
program or parameters, the internal information of the robot controller may be
damaged.

Do not connect the Handy GOT when using the GOT direct connection function of
this product. Failure to observe this may result in property damage or bodily injury
because the Handy GOT can automatically operate the robot regardless of whether
the operation rights are enabled or not.

Do not connect the Handy GOT to a programmable controller when using an iQ
Platform compatible product with the CR800-R/CR800-Q controller. Failure to
observe this may result in property damage or bodily injury because the Handy GOT
can automatically operate the robot regardless of whether the operation rights are
enabled or not.

Do not remove the SSCNET Ill cable while power is supplied to the multiple CPU
system or the servo amplifier. Do not look directly at light emitted from the tip of
SSCNET Il connectors or SSCNET Il cables of the Motion CPU or the servo
amplifier. Eye discomfort may be felt if exposed to the light. (Reference: SSCNET llI
employs a Class 1 or equivalent light source as specified in JIS C 6802 and
IEC60825-1 (domestic standards in Japan).)

Do not remove the SSCNET lll cable while power is supplied to the controller. Do not
look directly at light emitted from the tip of SSCNET Il connectors or SSCNET Il
cables. Eye discomfort may be felt if exposed to the light. (Reference: SSCNET III
employs a Class 1 or equivalent light source as specified in JIS C 6802 and
IEC60825-1 (domestic standards in Japan).)

Attach the cap to the SSCNET Il connector after disconnecting the SSCNET IlI
cable. If the cap is not attached, dirt or dust may adhere to the connector pins,
resulting in deterioration connector properties, and leading to malfunction.

Make sure there are no mistakes in the wiring. Connecting differently to the way
specified in the manual can result in errors, such as the emergency stop not being
released. In order to prevent errors occurring, please be sure to check that all
functions (such as the teaching box emergency stop, customer emer- gency stop,
and door switch) are working properly after the wiring setup is com- pleted.

Use the network equipments (personal computer, USB hub, LAN hub, etc)
confirmed by manufacturer. The thing unsuitable for the FA environment (related
with conformity, temperature or noise) exists in the equipments connected to USB.
When using network equipment, measures against the noise, such as measures
against EMI and the addition of the ferrite core, may be necessary. Please fully
confirm the operation by customer. Guarantee and maintenance of the equipment on
the market (usual office automation equipment) cannot be performed.
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To maintain the security (confidentiality, integrity, and availability) of the robot and
the system against unauthorized access, DoS™" attacks, computer viruses, and other
cyberattacks from unreliable networks and devices via network, take appropriate
measures such as firewalls, virtual private networks (VPNs), and antivirus solutions.
Mitsubishi Electric shall have no responsibility or liability for any problems involving
robot trouble and system trouble by unauthorized access, DoS attacks, computer
viruses, and other cyberattacks.

*1 DoS: A denial-of-service (DoS) attack disrupts services by overloading systems or
exploiting vulnerabilities, resulting in a denial-of-service (DoS) state.

Do not look directly at light emitted from the projector window of the camera head.
Failure to observe this may cause eye impairment. Strict observance is required.

The camera head of 3D Vision has a precision structure. Handle with due care and
avoid excessive impact.
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m Introduction

Thank you for considering the use of this option for Mitsubishi Electric industrial robot.

"MELFA-3D Vision" is a compact 3D vision sensor for robots. It employs a camera head capable of
acquiring distance information to measure and recognize parts loaded in bulk.

MELFA-3D Vision enables the hand attached to the robot to grip parts loaded in bulk. It is ideal for such
tasks as part feeder replacement, and the simplification of positioning units.

When adjusting the model-less recognition of MELFA-3D Vision, the MELFA Smart Plus function
extended card automates the adjustment work of the recognition parameter, which requires technical
knowledge, using the Mitsubishi Electric Al technology and simulation technology.

Always read over this manual to gain a sufficient understanding of its content before using the
“MELFA-3D Vision”.

This instruction manual describes the system configuration and product specifications of "MELFA-3D
Vision". Refer to the separate “Instruction Manual/Detailed Explanations of Functions and Operations”
for information on basic operation.

m Notation used in this manual
Incorrect handling may result in imminent danger, leading to death or
A Danger serious injury.

& Warnlng Incorrect handling may lead to death or serious injury.

A Caution Incorrect handling may result in property damage, or danger leading to
impairment of the user.

* No part of this manual may be reproduced by any means or in any form, without prior consent
from Mitsubishi.

* The details of this manual are subject to change without notice.
* The specification value is based on our standard test method.

* An effort has been made to make full descriptions in this manual. However, if any discrepancies
or unclear points are found, please contact your dealer.

* This specifications is original.

* Company names and product names described in this document are trademarks or registered
trademarks of each company.

* ®and TM are omitted in the text of this guide.

Copyright(C) 2018 MITSUBISHI ELECTRIC CORPORATION ALL RIGHTS RESERVED
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1 USING THIS PRODUCT

1. USING THIS PRODUCT

1.1.Content of This Instruction Manual

In this manual, how to use MELFA-3D Vision is described in the following configuration. For details on
standard robot controller functions and operations, refer to the "Instruction Manual" provided with the robot

controller.
Table 1-1: Instruction manual content
Chapter Title Description
1 Using This Product Describes the construction of this manual.
Describes the work required to construct systems using
2 Work Flow MELFA-3D Vision. Please carry out the work as
described.
3 MELFA-3D Vision Describes the MELFA-3D Vision system specifications.
System Specifications
Describes the product configuration and equipment to be
4 Check Before Use prepared by the user. Check whether all the requir_ed
products have been prepared, and check the versions of
the robot controller and RT ToolBox3.
5 Camera Head Describes the camera head attachment method. Read all
Attachment the installation precautions and start the attachment work.
6 Device Connection and | Describes how to connect the devices being used.
Wiring
7 Using MELFA-3D Describes how to use MELFA-3D Vision.
Vision
Robot Program Describes detailed specifications of MELFA-BASIC
8 Language language relating to MELFA-3D Vision.
Specifications
9 Parameter Describes detailed specifications for parameters relating
Specifications to MELFA-3D Vision.
10 Troubleshooting Describes the details of errors and countermeasures for
MELFA-3D Vision.

Content of This Instruction Manual

11



1 USING THIS PRODUCT

1.2.Glossary

The following terms are used in this manual.

Table 1-2: Description of terms

Term

Description

Camera head

It consists of a projector, camera, and mounting base.

Control unit

A unit to receive commands from the robot controller. It sends imaging
commands to the camera head, calculates range images from captured
pattern images, performs recognition from range images, and notifies
the robot controller of the recognition results.

Hand eye

A method used to perform measurement and recognition with the
camera head attached to the robot hand

Fixed camera

A method used to perform measurement and recognition with the
camera head attached on the device frame, etc. The camera head
cannot be moved as in the hand eye method.

Workpiece distance

A distance range from the lens attachment flange surface to the point of
measurement (See Note 2 in 3.4 Camera Head Specifications.)

Calibration An operation to calculate parameters in the optical model and the matrix
to correct positions for the optical system and the robot

Job An executable unit of work such as measurement or recognition
executed by the control unit

Measurement A process to calculate distance within the visual field of the camera in

pixel units according to the principle of triangulation. It uses pattern
images irradiated from the projector, and output range images.

Range image

An image that expresses distance information from the camera head to
the workpiece in 2D image shading. The closer the camera head, the
brighter the image appears.

Recognition

A process to cut out the workpiece from the range image obtained by
measurement, and calculate the robot coordinates for the workpiece

Model-less recognition

A recognition method that facilitates the gripping of workpieces by
registering the shape of hand claws and suction pads and recognizing
gaps into which claws can be inserted and pad suction locations. No
need to register workpiece shapes. Depending on the circumstances, a
2D vision sensor may be required.

Segment

Refers to a small area of any size in the captured image, it is one of the
processing units in the image processing. It is divided into segments
subjected to various processes to the captured image or the distance
image.

Model matching
recognition

A recognition method that facilitates the gripping of workpieces by
registering workpiece shapes in 3D-CAD models and recognizing
workpieces that match the 3D-CAD models

pack

MELFA Smart Plus card

MELFA Smart Plus card

A function extended card for the CR800 robot controller.

The MELFA Smart Plus card pack can use all of the MELFA Smart Plus
functions. The MELFA Smart Plus card can use one of the MELFA Smart
Plus functions.

In MELFA-3D Vision, MELFA-3D Vision extended functions such as the
automatic adjustment of the recognition settings can be used.

For details, refer to "MELFA Smart Plus User's Manual”.

Glossary 1-2




2 WORK FLOW

2. WORK FLOW
2.1.Flowchart

1. MELFA-3D Vision system specifications: See "Chapter 3" in this manual.
Check the MELFA-3D Vision system configuration and function specifications, and then carry out the
following.

!
2. Product check: See "Chapter 4" in this manual.
Check the purchased product, and prepare the required items.

l

3. Camera head attachment method: See "Chapter 5" in this manual.
Attach the camera head.

!

4. Device connection and wiring: See "Chapter 6" in this manual.
Connect the edge computer and camera, and perform initial setting of the parameters.

!

5. Using MELFA-3D Vision: See "Chapter 7" in this manual.
Describes how to use MELFA-3D Vision. Use MELFA-3D Vision while referring to the detailed descriptions.

Flowchart 2-3




3 MELFA-3D VISION SYSTEM SPECIFICATIONS

3. MELFA-3D VISION SYSTEM SPECIFICATIONS
3.1.What is MELFA-3D Vision?

MELFA-3D Vision is a compact 3D vision sensor for robots. It employs a camera head capable of acquiring
distance information to measure and recognize parts loaded in bulk.

MELFA-3D Vision enables the hand attached to the robot to grip parts loaded in bulk. It is ideal for such
tasks as part feeder replacement, and the simplification of positioning units.

<Main features>

(1) Equipped with a compact, lightweight camera head, and compatible with both the hand eye and fixed
camera methods.

(2) High-speed, high-accuracy measurement

(3) Various workpieces loaded in bulk can be taken out simply by registering the hand tip shape.
(Model-less recognition)

(4) Gripping of bulk-loaded workpieces is possible in consideration of their posture by registering the
workpiece shape. (Model matching recognition)

(5) Sensor settings and operation checks can be easily performed using a computer.
No need to keep connection with the computer during operation.

What is MELFA-3D Vision? 3-4



3 MELFA-3D VISION SYSTEM SPECIFICATIONS

3.1.1. Measurement Principal

This product measures distance using a camera head comprised of a projector and a camera. The
measurement principal is briefly described below.

Projector —— !

Fig. 3-1 Camera head

Patterns such as those shown in Fig. 3-2 are irradiated from the projector, and these are captured by the

camera. By processing these images, the pattern irradiation range can be split into several hundred
divisions, each of which can be identified by assigning a number.

ail1E il

Pattern 1 Pattern 2 Pattern 3

Pattern 4

AR pix2
Pattern —7// /
Camer 14 In this example, 16 regions are identified by

Pattern stacking 4 Patterns (from Pattern 1to Pattern4).

Fig. 3-2 Pattern irradiation example

The projector optical axis at this time is tilted toward the camera head as shown in Fig. 3-3, and therefore
the closer the workpiece gets to the projector, the divided areas move toward the projector. Consequently,
distance can be calculated based on how much the divided area on the workpiece has moved toward the

projector side relative to the position on the measurement stand. By performing this procedure for all
camera pixels, range images can be calculated.

Projector —,) ' Camera

—{ii

\\ <,/Helght difference causes the pattern shift
' in the image.

Measurement
stand

N

Fig. 3-3 Relationship between projector and camera

What is MELFA-3D Vision? 3-5



3 MELFA-3D VISION SYSTEM SPECIFICATIONS

3.1.2. Model-less recognition

A recognition method that facilitates grasping of workpieces by registering the shapes of hand tabs and
suction pads and searching for gaps into which tabs can be inserted and pad suction locations. No need to
register workpiece shapes.

Fig. 3-4 Model-less recognition

Input the hand shape. Registering the workpiece model is not required regardless of the workpiece type.
Enlarged view of the tip

............................................

Tweezers hand

Suction hand

Parallel hand

Fig. 3-5 Model-less recognition: Hand setting example
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3.1.3. Model matching recognition

A recognition method that facilitates the gripping of workpieces by registering workpiece shapes in 3D-CAD
models and searching for workpieces that match the 3D-CAD models. Therefore, the gripping location and
posture of the workpieces can be identified.

Matching

Fig. 3-6 Model matching recognition
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MELFA
3.1.4. Extended function : ™)
3.1.4.1. Recognition parameter automatic adjustment Al MEIS@FE S ma rt t I'u S
When adjusting the model-less recognition of MELFA-3D Vision, the MELFA Smart Plus function extended
card automates the adjustment work of the recognition parameter, which requires technical knowledge,
using the Mitsubishi Electric Al technology and simulation technology.

The Al automatically adjusts the appropriate parameters in the virtual space. The parameters can be
adjusted only with the 3D-CAD data Nete ' without preparing the actual device.

Parts 3D information ~ Reproduction of Reproduction of Automatic adjustment
supplying parts loaded measuring and of recognition
ir_l bulk _by physical recognizing parts by 3D parameters by Al
simulation sensor simulation

Mitsubishi Electric Al technology enables
the efficient automatic adjustment of
appropriate parameters by using a large
amount of data generated in the virtual
space.

Fig. 3-7 Recognition parameter automatic adjustment Al

Note 1: The supported data format is the STL format, OBJ format, PLY format, and VRML format.
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3.2.System Configuration Example
3.2.1. F series

————————————————————— I _:L
~ =
Q
o

MELFA-3D Vision Y

MELFA-3D Vision software —— :
£

|

|

Edge computer
I LAN cable

Dedicated signal cable (10 m) Note

Power cable (10 m) and conversion
cable Note 1

Switching hub

Camera head
(max. 2 units)

. -l ﬂ]{ M_:J —
; LAN
s '," . AM LAN
»— E , 24V DCspuoI;l::Iayr e Cable Cable
Cable Robot controller
[ between
!‘\; devices
Teaching
pendant
cable
Robot
RT ToolBox3
3F-14C-WINE
3F-15C-WINE Teaching pendant
RT ToolBox3 Pro (R56/57TB or R32/33TB)
3F-16D-WINE

Ao
ey A s

RT ToolBox3

Computer

Fig. 3-8 MELFA-3D Vision system configuration drawing

Note1: When you attach a shield cover to reduce the electrical noise, please cover these cables from the

end point near by the control unit. Since this area is not affected by bending due to robot operation
from the edge computer side, the cables around the camera head can be exposed. For the
attachment method, refer to "Fig. 6-6" and "Fig. 6-7".
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3.2.2. FR series

| MELFA-3D Vision [

“

S
— e e e e e e = === = —— =
o]
le]

Edge computer
I LAN cable

Dedicated signal cable (10 m) Note?

Power cable (10 m) and conversion I
cable o0~ Switching hub

Number of set camera

I
I
heads (Max. 2) :

S som P 24V DC power LAN LAN
W E ' supply Cable Cable
» Cable Robot controller
between
devices
- \/*
1 = “‘_‘... MELFA
Teaching Smart+lus
pendant
cable
Robot MELFA Smart Plus card pack
AB type (2F-DQ520) or MELFA
Smart Plus card B type
(2F-DQ521)
RT ToolBox3
3F-14C-WINE
3F-15C-WINE
RT ToolBox3 Pro )
3F-16D-WINE Teaching pendant

(R56TB or R32TB)

e
e

RT ToolBox3

Computer

Fig. 3-9 MELFA-3D Vision system configuration drawing

Note1: When you attach a shield cover to reduce the electrical noise, please cover these cables from the
end point near by the control unit. Since this area is not affected by bending due to robot operation
from the edge computer side, the cables around the camera head can be exposed. For the
attachment method, refer to "Fig. 6-6" and "Fig. 6-7".
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3.3.MELFA-3D Vision Specifications

Table 3-1: MELFA-3D Vision specifications

Item Function details
Applicable robot F series or FR series Note !
Robot programming language MELFA-BASIC VI or MELFA-BASIC V
Robot MELFA-3D Vision dedicated | Dedicated commands used to notify the edge computer of
controller commands calibration and job execution commands, and to acquire

recognition results.
Connection | Number of set camera heads | Max. 2

settings Number of set robots Max. 4
Calibration | Number of calibration data Max. 15
Measurement Note 2 Send imaging commands to the camera head and
calculate range images from captured pattern images.
Measurement time Approx. 1.3 g Note 3
Job Number of registered job Max. 250
Model-less recognition A recognition method that facilitates the gripping of

workpieces by registering the shape of hand claws and
suction pads and recognizing gaps into which claws can
be inserted and pad suction locations.
Recognition result Posture output "0": Workpiece position in camera
output information coordinates (XYZC) Note 4
Posture output "1 to 6": Workpiece position in robot
coordinates (XYZABC) Note 4
Recognition time Approx. 0.5 s Note 3
Model matching recognition | Arecognition method that facilitates the gripping of

Note 5 workpieces by registering workpiece shapes in 3D-CAD
models and recognizing workpieces that match the
3D-CAD models
Workpiece registration | Max. 8,500,000 bytes (8.1 MB)
size/piece
Workpiece 3D-CAD STL format, OBJ format, PLY format, and VRML format
data format
Number of registered Max. 250
workpieces
Number of registered Max. 10
workpiece parameters
per workpiece
Number of workpiece Max. 250
lists
Number of recognition | Max. 100
targets per workpiece

list
Recognition result Workpiece position in robot coordinates (XYZABC)
output information
Recognition time Approx. 1.0 s Note 3
Recognition parameter When adjusting the model-less recognition, the
automatic adjustment Al adjustment work in Table 7-24, which requires technical

knowledge, is automated using the Mitsubishi Electric Al
technology and simulation technology. Note 6

Workpiece registration | Max. 8,500,000 bytes (8.1 MB)

size/piece

Workpiece 3D-CAD STL format, OBJ format, PLY format, and VRML format
data format

Adjustment time Approx. 10 to 60 min Note7
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RT Connection settings The function used to specify camera and robot
ToolBox3 communication settings
Calibration The function used to create and edit calibration data
Measurement/recognition The function used to create and edit jobs for
measurement and recognition
Monitoring The function used to monitor measurement and
recognition results
Maintenance The function used to back up and restore data inside the
edge computer

Note 1: The RV-F series or the RV-FR series is not compatible with internal wiring specifications.

Note 2: Shielding may be required against the influence of ambient environmental light.

Projector light tends to weaken as the workpiece distance increases, enhancing the influence of
ambient environmental light.

Note 3: This indicates the standard time under the best conditions. The standard time may be exceeded
depending on the conditions such as the edge computer performance, ambient environment,
workpiece, processing parameters, and the number of registered jobs.

Note 4: For posture output, refer to "Posture output" in "Table 7-24 Recognition parameters".

Note 5: The RH-F series and the RH-FR series are not compatible with the model matching recognition.

Note 6: For the parameters that can be adjusted by the recognition parameter automatic adjustment Al,
refer to "Table 7-24 Recognition parameter".

Note 7: The time will change depending on the conditions such as the edge computer performance,
workpiece 3D-CAD data, and learning environment setting.

Note 8: Measurement may not be possible or may be difficult for the following workpieces.

e Transparent objects, specular objects
Furthermore, measurement and recognition of the following workpieces may be difficult.

e High-gloss objects, black-colored objects, dark-colored objects, objects with complex surface
shape
Malfe a request for testing samples, if it is difficult to judge whether measurement is possible or
not.

Note 9: For a picking operation of the model-less recognition, a 2D vision sensor may be required.

Note 10: Cannot be used with any safety function.
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3.4.Camera Head Specifications

Table 3-2: Camera head specifications

ltem Unit Specification Remarks

Model name - 2F-3DVS2-HEAD2
Measurement method - Triangulation method (pattern irradiation type)
Active light source - LED projector
Lens Mounting method - C mount

Focal length mm 12.5 (Accessories), 9.0 (Option) Noted
No. of measurement points Points | About 300,000 to 600,000 Note 1
Working distance Mounting base mm 300 to 500 Reference values
Note 2 Note 3 “ (small)

.g Mounting base (1) 500 to 750 Note 4 Reference values

© (large) (2) 750 to 100Q Note5
Measurement ; 8 Mounting base mm 100 x 80 to 165 x 130, about 70 mm Reference values
view Note 3 S| (small) Equivalent

) i 3 .

f(hr?;'izg‘r’]rt')ta' xvertical | £ 2| \1ounting base (1) 165 x 130 to 245 x 200 M4 about 100 mm g“negﬁzyrement viewing

N S| (large) (2) 245 x 200 to 340 x 265 N5 about 150 mm About' 15 to 20 Note 1
\r\{\c{grzklrs‘ogtecélstance N l(\gcn:uar;lt)ing base 300 to 500 Reference values

9] mm

e Mounting base (1) 500 to 750 Note 4

E (large) (2) 750 to 1000 Note’5 Reference values
Measurement o 8 Mounting base 140 x 90 to 240 x 160, about 70 mm Reference values
view Note 3 S| (small) Equivalent

: i = .

ihﬁgé%rt')ta' x vertical 2 2| Mounting base MM 1 (1) 240 x 160 to 375 x 250 M4 about 100 mm ?nega;zwement viewing

W S| (large) (2) 375 x 250 to 525 x 350 Ne5 about 150 mm About. 20 to 28 Note 1
Measurement error (Z-direction) Noe 8 mm About 0.3 ~ Note 1
External Mounting base (small) mm 146 (W) x 87 (H) x 138 (D) Note® Max. +50mm (W) Note 7
dimensions Mounting base (large) mm 396 (W) x 87 (H) x 138 (D) Nete 9 at Extended FOV
Weight kg About 0.9

For bending
Cable - (power cable, dedicated communication cable) 10m
*Attach the ferrite core to the power cable.

Construction - Open type P20 Note 10
Operating temperature range °C 51040
Relative humidity %RH | 45t0 85 No dew condensation

Surrounding atmosphere

No corrosive gas, dust, or oil mist

Paint color

Light gray (0.6B7.6/0.2 approximate color)
Black (N1.5 approximate color)

Camera head

Measurement view

i,

Workpiece distance

v
S S

Camera front end flange surface

Measurement stand
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Note 1: This will differ based on the extent of projector irradiation range and camera field of view
overlapping due to the workpiece distance.

Note 2: This is the distance range from the camera lens attachment flange surface to the point of
measurement.

Note 3: Refer to "3.5.3 Measurement view and workpiece distance" for details on the relationship between
the workpiece distance and measurement view.

Note 4: If camera attached to mounting base (large) (i) (see Fig. 3-13 Mounting base (large))

Note 5: If camera attached to mounting base (large) (ii) (see Fig. 3-13 Mounting base (large))

Note 6: When standard lens (f = 12.5 mm) attached

Note 7: When optional lens (fF=9mm) and camera mounting base for the horizontal installation are attached

Note 8: This is the measurement value variation range, and differs from the absolute measurement
accuracy. Furthermore, this is a reference value measured under conditions specified by Mitsubishi
Electric. This value will change based on the workpiece distance and sensor parameters, and the
workpiece shape and surface condition.

Note 9: Protrusions are not included.

Note 10: General environmental conditions apply to this camera head. (See "3.4.1 Protection specifications
and working environment".)

3.41. Protection specifications and working environment

The camera head employs a protection method conforming to IEC standard IP20 (open type).

Please note that the IP performance of IEC standard specifies the protection level against solid bodies and
water, not against oil. Take care not to directly expose the camera head to oil and so on.

[Reference]

* |EC standard IP20

This refers to a protective structure that prevents an iron ball of diameter 12 ¢*%% mm, which is being
pressed with a force of 3.1 kg +10%, from going through the opening of the outer casing of the tested
equipment.
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3.4.2. Name of each part

<Camera head front view>

<Camera head rear view>

<Camera head underside view>

<7>

Fig. 3-10 Name of each camera head part

<1> Projector window: The projector irradiates light from here.

<2> Projector focus adjustment knob: Focus of the projector can be adjusted by turning the knob.

<3> Camera lens: The camera head is equipped with a standard lens.

<4> Power supply cable: Connect to the prescribed terminal of the 24 V DC power supply.

<5> Dedicated communication connector: Connect to the LAN connector of the switching hub.

<6> Projector angle adjustment screws: The angle is adjusted by tightening and then securing the projector
at the desired angle.

<7> Camera head attachment screw holes: These are the screw holes used to attach the camera head.
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3.4.3. External dimensions
(1) Camera head
The camera head external drawing is shown below.

(5)

90

= 28 =

N -
| 1
]
o
w ™D w
o o
© ® |
e} o)
[ !
| n
)
‘ (100) _ )
(1.5) _ 145.5 _ (1.5)
57 485 __ 40 _
b3
L]
wn
© 142

Fig. 3-11 Camera head external drawing (for mounting base (small))
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(2) Mounting base
The mounting base external drawing is shown below.

— lia —-
520 39 Camera
56 ] attachment
position
1 1
1 s
| ) &y
! ! SIS 2
(" 1
[y _ ) 1
! - T -, ' e T oY _____
1 - 1
1 1 O On
. L@ @ |1 .
1 & ~N 4D &
1 Vo 1o 1
0 g || 19— |
[ 1 \ /’ 1 1
== e ) B
! ; 45 de0th 3 e
IR I e o |l ia e
= | squre : ? @? PP =
1| hole ' [ |
! | \
LN A ' ' ‘l ' 4M2 screw t=6
1 1 —  4-M2 screw
1 1 s0
& WO _ ||| \ o
/ A ¥
Proiect 7 4o Camera head
rojector » : = . attachment screw
attachment position 20 |15 | 63.5 |25

Fig. 3-12 Mounting base (small) (2F-3DVS2-BASE-S) Note 1

Note 1: Factory attached
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Fig. 3-13 Mounting base (large) (2F-3DVS2-BASE-L)
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3.4.4. Camera coordinate system
The camera coordinate system is defined as follows.

\

Camera front
end flange
surface

Lens center

Fig. 3-14 Camera coordinate system
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3.5.Restrictions

3.5.1. Restrictions applicable to measurement and recognition
(1) Measurement is not possible for workpieces with the following characteristics.

* Transparent objects

* Specular objects

(2) Measurement and recognition of workpieces with the following characteristics may be difficult.
Furthermore, the greater the workpiece distance, more restrictions are placed on the conditions allowing
measurement.

* High-gloss objects

* Black-colored objects

* Dark-colored objects

* Objects with complex surface shape

(3) Workpiece size (reference values)

Model-less: A short-side length of about 1/25 of the measurable area N°*® ' and a long-side length of

about 1/3 of the measurable area Not©

Model matching: A short-side length of about 1/10 of the measurable area N°¢ ' and a long-side of about

1/3 of the measurable area Note !

* The size depends on the conditions such as the workpiece distance, sensor parameters, workpiece

shape, and surface condition. The above values are indicated for reference on the basis of
Mitsubishi Electric test conditions.

Request sample testing if it is difficult to judge whether measurement is possible or not.

Note 1: See Fig. 7-43.

3.5.2. Unmeasurable area of parts supply box

Based on the measurement principle described in 3.1.1, there are areas where pattern irradiation is
shielded by the wall of the parts supply box, meaning that there is a certain unmeasurable area.
Consequently, there may be times when it is not possible to take out all workpieces from the parts supply
box.

Unmeasurable area

V4

Fig. 3-15 Unmeasurable area of parts supply box

<O @< OUnmeasurable aread € &
* By bending the walls of the parts supply box as shown below, the unmeasurable area can be reduced.

|\

* When using the hand eye, by rotating the measurement posture 90° or 180° around the camera
optical axis and measuring, there are cases where locations that were previously not measureable
can be available for measurement. However, it is necessary to rotate within the range in which the
camera head does not interfere with the robot.
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3.5.3. Measurement view and workpiece distance

As shown in Fig. 3-16, the projector irradiation range gets smaller as the workpiece gets closer, resulting in
a smaller measurement view.

Projector — g Camera

Measurement view
(horizontal x vertical)

Measurement base Workpiece

N

Fig. 3-16 Relationship between measurement view and workpiece distance

(1) When using a standard lens

500 mm
300 mm

s ;/

Fig. 3-17 Measurement view when attaching a camera to the mounting base (small)
in Fig. 3-9 with a standard lens
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750 mm

___

-— /'200 mm

Fig. 3-18 Measurement view when attaching a camera to the mounting base (large) <i>
in Fig. 3-9 with a standard lens

e V4
1000 mm
750 mm
150 mml !
. R Y.
-;*:___—**A/(Qoo mm “\—;_./265 mm

245 mm 340 mm

Fig. 3-19 easurement view when attaching a camera to the mounting base (large) <ii>
in Fig. 3-9 with a standard lens
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(2) When using an optional lens for enlarged view

500 mm

300 mm

Fig. 3-20 Measurement view when attaching a camera to the mounting base (small)
in Fig. 3-9 with an optional lens for enlarged view

750 mm

500 mm

= ‘ V/ 7'
100 mm I// : ? , ‘//'
. ,/2'0 375 mm

40 mm
160 mm

Fig. 3-21 Measurement view when attaching a camera to the mounting base (large) <i>
in Fig. 3-9 with an optional lens for enlarged view

Restrictions 3-23



3 MELFA-3D VISION SYSTEM SPECIFICATIONS

1000 mm

750 mm

74 - - 150mml Y /
-~ ,/375mm P —— 525 mm

350 mm

Fig. 3-22 Measurement view when attaching a camera to the mounting base (large) <ii>
in Fig. 3-9 with an optional lens for enlarged view

3.5.4. Picking with model-less recognition

Picking in consideration of the workpiece posture is not possible with model-less recognition. Consequently,
a 2D vision sensor may be required for re-gripping of workpieces after they are taken out.

Furthermore, there may also be times when the hand claw interferes with the wall of the parts supply box for
workpieces located in the corner of the box, preventing those workpieces from being taken out.

3.5.5. Network security
MELFA-3D Vision operates in a network environment, but access to the edge computer is restricted. For
further advanced security, contact us. A paid service can be provided.
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4. CHECK BEFORE USE

4.1.Product Check

The standard configuration for this product is as follows. Ensure that package contains the following items.
* If something is missing, please contact your sales office or the sales representative from which you
purchased the product.

Table 4-1: MELFA-3D Vision product configuration list

No. Parts name Model name Qty Remarks
(1) | Camera head 2F-3DVS2-HEAD2 1 Power cable:
(with dedicated communication cable, Discrete cable
power cable, and lens)
(2) | Mounting base 2F-3DVS2-BASE 1 set
Small (when shipped from factory) / 2F-3DVS2-BASE-S 1 Small (already
large attached to (1))
2F-3DVS2-BASE-L 1 Large
(3) | Calibration jig 2F-3DVS2-CALIB 1 set
Z/XY/robot plate 2F-3DVS2-Z-S Note 1 Note 2 1 30 (W) x 300 (L)
Raising block (mm)
2F-3DVS2-Z-M Note 1 Note 2 2 55 (W) x 300 (L)
(mm)
2F-3DVS2-Z-L Note 1 Note 2 2 80 (W) x 300 (L)
(mm)
2F-3DVS2-XY Note 1 Note 3 1 40 x 40 (mm)
2F-3DVS2-XYR-M Note 4 1 60 x 60 (mm)
2F-3DVS2-XYR-L Note4 1 80 x 80 (mm)
2F-3DVS2-STAND Note 5 6 35 x 30 x 20 (mm)
(4) | MELFA-3D Vision software 3F-52C-WIN 1
- MELFA-3D Vision software installer
* Instruction manual
- Sample program
- Software license agreement
(5) | Shield cover MTFX-15 Note 6 1 8.3 (L) (m)
(6) | Extended field of view option 2F-3DVS2-OPT2 1 Optional
- Additional lens
+ Camera mounting base for the
horizontal installation)
(7) | Additional camera head 4F-3DVS2-OPT3 1 Optional
[(1)+(2)+(3)+(5)]
(8) | MELFA Smart Plus card pack 2F-DQ520 Either | Optional CR800
(AB type) one | controller use only
MELFA Smart Plus card (B type) 2F-DQ521
Note 1: The jig is different on each side. Use with the matte surface facing up.
Note 2: Z calibration plate
Note 3: XY calibration plate
Note 4: XY and robot calibration plate
Note 5: Raising block
Note 6: Zippertubing (Japan) Ltd.
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(1) Camera head 2) Mounting base set (3) Calibration jig
The small one is attached to (1) when the product ' .

! l is shipped.)

4) MELFA-3D Vision software (5) Shield cover (6) Extended Field of
view option

=g

(8) MELFA Smart Plus card pack
or MELFA Smart Plus card
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4.2.I1tems to be Prepared by Customer

To configure the system, prepare necessary equipment in addition to this product. The minimum
requirements are shown in Table 4-2 List of items prepared by customer.

Table 4-2 List of items prepared by customer

No. | Parts name Specification Qty Remarks
(1) | Edge OS: Windows 10 Professional/Enterprise 1 For MELFA-3D Vision
computer (B64bit) software
CPU: Intel Core i7 (4 cores or more) Note 1: When using the
RAM: 4 [GB] or more Note ! MELFA-3D Vision extended
HDD: 100 [GB] or more function, select 8 [GB] or
Gigabit Ethernet port x 1 more, and when not using the
function, select 4 [GB] or
more.
(2) | Computer | Computer with RT ToolBox3 installed 1 For setting
* Operating condition of RT ToolBox3 (Can be used with 1)
(3) | Switching 1000BASE-T or higher 1 * Devices whose operation
hub has been confirmed
Mitsubishi Electric intelligent
hub (NZ2MHG-T8F2)
- Mitsubishi Electric industrial
switching hub
(NZ2EHG-T8N)
‘NETGEAR switching hub
(GS308P/GS316)
-ELECOM switching hub
(EHC-G05MN/EHC-G08MN/E
HC-G16MN)
(4) | LAN cable | Category 5e or higher 3 -Between 1) and 3)
-Between 2) and 3)
-Between the robot controller
and 3)
* Use 2 cables when using 1)
and 2).
(5) |24VvVDC TDK-Lambda RWS50B-24 1 For camera head
power (Refer to "4.2.1 Recommended 24 V DC
supply power supply specifications".)

<O @ $lf using a LAN hub<O €&
A Gigabit Ethernet compatible hub must be used. Note that if a non-compatible hub is used between the
computer and the edge computer, the display of live images on RT ToolBox3 delays.
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4.2.1. Recommended 24 V DC power supply specifications
The following shows the specifications of the recommended 24 VV DC power supply prepared by
customer.

Table 4-3 24 V DC power supply specifications

ltem Unit Specification Remarks
Manufacturer - TDK-Lambda Corporation
Model - RWS50B-24
Input Voltage Vac 85 to 265
Current A 1.1typ ACIN 100V
0.7 typ ACIN 200 V
Frequency Hz 50/60(47 to 63)
Output | Rated voltage Vdc 24
Maximum current | A 2.2
Voltage setting Vdc 21.6t0 27.6
accuracy
External dimensions mm 34 (W)x81.5 (D)x82 (H)
Weight g 230
Operating temperature °C -20 to +70 —20 °C :50%,
range -10to +45 °C :100%,
+70 °C :20%
Operation humidity %RH 30 to 90 No dew condensation

[Note] When using a power supply other than the recommended model, use the power supply of 50 W or higher.

Recommended 24 V DC power supply (prepared by customer)
Recommended model: RWS50B-24
Manufacturer: TDK-Lambda

RWS5 -r' OUTPUT : Elv=fio l |
Max. s .c.'rw.ua'w_r,- Emperature * 70 C / Use wires mmg al leasl " C / Poliution Degree i
/""—'tlu +V v + |

\ u
R TTT U NI Y L]

| | N 1 N 1 I | N 11

(T

. S Crimped terminal Display at power
Wire color Wire size (MAX) supply

Blue (+24 V) +V
Yellow (SG) AWG21 > %';’:1“21 -V
FG L

L

Prepared by customer
N

* 1 When fastening both of 2 crimped terminals, use the ones of T: 0.8 mm.
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4.3. Software Version

In order to use MELFA-3D Vision, it is necessary that all software support MELFA-3D Vision. Check all
versions prior to use.

B Robot controller

Parts name Model name Compatible version
Controller Note3 CR750-Q/CR751-Q Note2 Ver.R6e or later Note
CR750-D/CR751-D Note2 Ver.S6e or later Nete!
CR800-D/CR800-R/CR800-Q | Ver.A1 or later Note

Note 1: For CR750/CR751 series controllers, the upper limit of the recognized number of pieces for
model-less recognition changes depending on the software version.
e Ver.R6e/S6e or later: Up to 50
e Ver.R6e/S6e or earlier: Up to 10
Note 2: The MELFA-3D Vision extended functions cannot be used in the CR750/CR751 series controllers.
Note 3: The system status variable M_V3Rmn1/M_V3Rmn2 cannot be used for MELFA-BASIC V.
Note 4: For Ver. A3 or earlier, the MELFA-3D Vision extended function or system status variable
M_V3Rmn1/M_V3Rmn2 cannot be used.

B Supported software

Parts name Model name
MELSOFT RT ToolBox3 3F-14C-WINJ
3F-14C-WINE
MELSOFT RT ToolBox3 mini | 3F-15C-WINJ
3F-15C-WINE
MELSOFT RT ToolBox3 Pro | 3F-16D-WINJ
3F-16D-WINE

* Versions compatible with RT ToolBox3/mini/Pro

Versions of RT ToolBox 3 that are compatible with MELFA-3D Vision differ depending on the version of
MELFA-3D Vision you are using. Refer to the table below to check that you are using software versions that
are compatible with each other.

MELFA-3D Vision version Compatible version
Ver. 2.0.0 Ver. 1.30G or later
Ver. 2.0.1 Ver. 1.70Y or later

® How to check the MELFA-3D Vision software version

To check the software version of MELFA-3D Vision, access the MELFA-3D Vision installation folder (the
default installation folder is "C:\Program Files\MITSUBISHI ELECTRIC\MELFA-3D Vision"). Right-click
MELFA_EYE.exe, then go to [Properties] — [Details] — [File version].
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5 CAMERA HEAD ATTACHMENT

5. CAMERA HEAD ATTACHMENT
5.1.Mounting base

The camera head is comprised of a projector, a camera, and a mounting base. It is necessary to select the
appropriate mounting base (see "3.4 Camera Head Specifications") from the two available bases
depending on the required workpiece distance and measurement view, and attach the projector and
camera as shown in the drawing below N°t¢ ', Secure the two projector angle adjustment screws.

/ )\ / Projector

\\(//// Mounting base

\
]

Angle
adjustment
screws

/“\

< - N
SRR
N = \
€ @\
%
1

1
1
1
1

Fig. 5-1 Mounting base (small) attachment

Projector

Select the camera attachment position :
depending on the workpiece distance

(see Fig. 3-13). - .
_______________________________________________ ! . Mounting base

Angle
adjustment

Fig. 5-2 Mounting base (large) attachment
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When extended field of view option is attached

When extended field of view option is attached, please change the lens from f=12.5mm to f=9mm and
attach the camera mounting base for horizontal installation. The base should be attached between the
camera and original base in the direction of horizontal camera installation.

A L-bracket

L

Camera

Lens (f =9 mm)
Projector
Fia. 5-3 Standard configuration (factory setting) Fig. 5-4 Enlarged view configuration

L-bracket

Camera
View A
Projector

Projector

Mounting base

gy Angle
S~ adjustment

Camera
~el e screws
PAEREN
-"""*-,/ \\/
‘L ] \
] ‘\
1 ]
1 1
1 1
1 1
1 1
1 1
1 1
\ 1
) 1
q \._\\S_ //I
- - Ny
“-.._ ~
.. Tl
. S

Lens (f =9 mm)
Fig. 5-5 Enlarged view option installation

Note 1: The mounting base (small) is attached at factory setting.

O @ OCamera head MAC address<O € <&

When using multiple camera heads, they are identified with their MAC address. For the MAC addresses,
see the default settings information sheet provided with the product. The MAC addresses can also be
confirmed in the RT ToolBox3 MELFA-3D Vision settings screen.
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5.2.Hand Eye

A camera head attachment adapter is required to attach the camera head to the robot. The customer is
required to prepare the camera head attachment adapter.

Camera head
attachment adapter
(Prepared by customer)

Fig. 5-6 Hand eye attachment example

<& @ OCamera head posture when performing measurement 4 <>

When performing measurement, use a digital spirit level, etc. and adjust the robot posture so that the
camera front end flange surface is parallel (0.5 [deg.] or less) to the measurement stand. Not doing so
affects the measurement accuracy.
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5.2.1. Hand eye merits and demerits
e
Robot [

Camera head

1
Attachment
adapter
Hand
Parts supply
/ box
Measurement operation Grip operation

Fig. 5-7 Hand eye

<Merits>

(1) The measurement viewpoint can be moved freely with the robot, allowing multiple workpieces to be
handled with ease.

(2) Long claws can be attached, making it easy to construct a layout in which interference with the parts
supply box is difficult.

<Demerits>

(1) The robot rests when performing measurement, resulting in slowdown of the pace of work.

(2) The weight of transportable workpieces is limited by the weight of the camera head attachment adapter
and the camera head.

(3) The robot posture is restricted because it is necessary to avoid the camera head interference area.

The hand eye is ideal for systems with multiple viewpoints such as those involving taking out of multiple
workpieces. On the other hand, the increase in robot restrictions means that it is necessary to exercise
caution when carrying out other tasks or when designing systems including the surrounding environment.
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5.3.Fixed Camera
R

Fig. 5-8 Fixed camera attachment example

< @ OCamera head attachment posture O € &
Use a digital spirit level, etc. and install the camera head so that the camera front end flange surface is
parallel (0.5 [deg.] or less) to the measurement stand. Not doing so affects the measurement accuracy.
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5.3.1. Fixed camera merits and demerits

Robot
Camerahead — *EJ *EJ

Hand

Parts supply box

N\

Measurement operation Grip operation

Fig. 5-9 Fixed camera
<Merits>
(1) Measurement is possible during robot movement, allowing cycle time to be reduced.
(2) There are few restrictions to transportable workpiece weight.

<Demerits>
A mechanism to drive the parts supply box or camera head is required to handle multiple workpieces.
The total length of the hand and robot must be shorter than the distance to the measurement stand.

With A< B+C...

A. Distance to [ ] [ 4
measurement N
stand ﬁ

—

A
B. Entry hand + robot W
total length
v
C. Supply box
v height

Fig. 5-10 Fixed camera demerits

As shown in the above figure, a collision will occur if the total length of the robot and the hand entering the
workspace plus the height of the parts supply box is greater than the camera head workpiece distance (300
to 1,000 mm). Consideration is required for designing the system layout.
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6. CONNECTION AND WIRING OF EQUIPMENT

This chapter describes the power cable and earth cable connection, camera head to edge computer to
robot controller connection, and wiring.

6.1.Connection of Equipment

Connect the camera head and robot controller as shown in Fig. 6-1 to Fig. 6-3.
< @ ORobot controller connectiond € <&
If performing measurement and recognition only, there is no need to connect the robot controller. If
performing picking work, connect the robot controller.

<<CR750-D series>

CR750-D controller (rear side)

o o

=
[+] o [ I @
. Ok 9y e li— 1 o,
—
LAN cable fConnect to the LAN
| I S S S . - connector.
= = - | Connect to the second robot controller or the subsequent.
LANcable —————————— - - - - - ---------
I I ' The connection order of |
Tt . the LAN cable is not !
I g Switching hub == ! specified. i
LAN Cable ............................. -
— = = - ° Edge computer
©

Dedicated communication
|—|Cab'e " Cabies indicated by
Dedicated communication cable . broken lines need to be ;

! prepared by customer.

Second camera
. (optional)
Power supply cable /

24 V DC power

24 V DC power : Note 1

Supply Note 1

To the primary | Power supply cable
power supply | To the primary power supply |

Since the power supply cable end of the camera head is a discrete cable, crimp the
corresponding terminal to connect to the 24 VV DC power prepared by the customer.
For details of the 24 V DC power supply, refer to "4.2.1Recommended 24 V DC power
supply specifications".

Fig. 6-1 Cable connection (CR750-D series)
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<CR751-D series>
CR751-D controller (front side)

AT EATAEIT m—]

| | | | | | |
I = = - » | Connect to the second robot controller or the subsequent. |
LAN cable e

l : The connection order of E
I i the LAN cable is not !
g | swiching hud | ispecified
LAN cable
— = = - Edge computer
O
@)

Dedicated communication cable P
1 Cables indicated by
: broken lines need to be

Dedicated communication cable !
i prepared by customer.

Second camera

Power supply cable (optional)

ol |

24V DC power supply

\ ﬁ To the primary Power supply cable

power supply To the primary
power supply

Since the power supply cable end of the camera head is a discrete cable, crimp the
corresponding terminal to connect to the 24 V DC power prepared by the customer.

For details of the 24 VV DC power supply, refer to "4.2.1Recommended 24 VV DC power supply
specifications".

Fig. 6-2 Cable connection (CR751-D series)
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<CR800-Q/CR750-Q/CR751-Q series>
Robot CPU unit

WELSEC Q030CPU '—|MW 00 w40 Q720K QT7a0PY, 0 oFE— oFE—= |
el wxc BEE) | 0)2300c] Basesey e | a
ERR OO B B %
USER 3
BAT.OO -
BOOT OO Ll | I — °
- e . .
I Connect to the o
Py LAN connector. s ®
< 2 i v =%
—~__— N 1T |E
S M | ] =
O MiTSuBfiH ) 4 = =) o o O
RIG |31 72DEX UTTQP
I LAN cable
= = - » Connect to the second robot controller or the subsequent.
I LAN cable
' The connection order of i
1 .
I Switching hub [ |; the LAN cable is not !
I = i specified. i
LANcable | | |-t - - ool
_-— s - . Edge computer
@)
@)

Dedicated communication cable Cables indicated by
broken lines need to be

prepared by customer.

' Second camera
k (optional)

24 V DC power supply

‘. Hona s u[;\ Il

Dedicated communication cable

Power supply cable

To the primary | Power supply cable -I
power supply

Since the power supply cable end of the camera head is a discrete cable, ! Tpoof,cgr%r&";sg

crimp the corresponding terminal to connect to the 24 VV DC power prepared

by the customer.
For details of the 24 VV DC power supply, refer to "4.2.1Recommended 24 V
DC power supply specifications”.

Fig. 6-3 Cable connection (CR800-Q/CR750-Q/CR751-Q series)
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<CR800-D series>
CR800-D controller (front side;L

f—

(@ — ]
SLOT
1 T —
SL20T

‘ .- Fy
( el Lo o) craoo @)
T ) m— — —
1 Connect to the LAN connector.

LAN cable

|
l = - - » | Connect to the second robot controller or the subsequent. |
LAN cable P R
I I i The connection order of !
1 ' the LAN cable is not i
itchi . specified. !
I | svichinghub | | e i
LAN cable
I - - . Edge computer

00

Dedicated communication cable

Cables indicated by !
broken lines need to be !
prepared by customer. i

...............................

Dedicated communication cable

Second
camera

Power supply cable (optional)

24 V DC power supply

{ﬂ]m TR, o SR, o T Q il

v L N

W (= _t;_'\‘f}ég

| |

Since the power supply cable end of the camera head is a discrete cable,
crimp the corresponding terminal to connect to the 24 VV DC power prepared
by the customer.

For details of the 24 VV DC power supply, refer to "4.2.1Recommended 24 V
DC power supply specifications".

| Tothe primary | power supply cable -I
power supply

To the primary
power supply

Fig. 6-4 Cable connection (CR800-D series)

Connection of Equipment 6-39



6 CONNECTION AND WIRING OF EQUIPMENT

<CR800-R series>

@éémmﬂ rowemn

— —_— -
] v

Robot CPU unit
o] O ]
©X
o @ [}
®

—

LAN cable

= = = » | Connect to the second robot controller or the subsequent.

LAN cable

| Switching hub

LAN cable

Dedicated communication cable

Dedicated communication cable

Power supply cable

[ 1
==

o0

To the primary
power supply

..............................

Cables indicated by :
broken lines need to be !
prepared by customer.

24 V DC pow

.~ Second camera

~ (opti

TORLambe

nadi e

' Since the power supply cable end of the camera head is a discrete cable,

; crimp the corresponding terminal to connect to the 24 VV DC power prepared

. For details of the 24 V DC power supply, refer to "4.2.1Recommended 24 V

i by the customer.

1 DC power supply specifications".

er supply

onal)

To the primary
power supply

Fig. 6-5 Cable connection (CR800-R series)
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6.2.Wiring of Equipment

Connect the edge computer and camera head as shown in the following figure. When attaching a shield cover for
cable protection and measure against noise, attach it from edge computer side. Avoid the part that moves at the
robot operation. (Refer to the following figure.)

6.2.1. Hand eye

Secure the power supply cable and dedicated communication cable between the edge computer and the
camera head around the robot. When doing so, secure so that the cable is not stretched when the robot
moves. When wiring the power cable, fix the power cable to the robot using the method specified in the
figure to reduce the influence of noise. Please note that this system is not compatible with internal wiring
specifications..

Power cable Nt s ; : Note 1: For the power cable, strip off the
= - -~ sheath of the cable, and fix the
exposed metal blade section to the
e robot screw holes for user wiring/piping

using an aluminum clamp.

Sheath € > Sheath

20~ 30mm
Metal braid section

Camera head

e
-

Dedicated b e e e L
communication
cable
g 1
[—
! The adapter cable is | X\ébeepvavosj}ffe ~
notused. | ]
installed, please

-y S, cover this region. Edge Computer
Fig. 6-6 Wiring example for hand eye
6.2.2. Fixed camera

When wiring the power cable, fix the power cable using the method specified in the figure to reduce the
influence of noise.

o mmm e mm e e -
Power cable Note2 _! Note 2: Strip off the sheath of the power cable, :
-7 and fix the exposed metal blade !
ST section to the camera head mounting |
! baseN°te 3 using an aluminum clamp. i
4 . \ A !
! ,} I Sheath 0 20mm Sheath :
Camera head o e Metal braid section _ _ _ _ _ _ _ !
Dedicated
ot S
communication =
cable
Note 3: Ground the camera / @)
head mounting When a shield @)
base securely. cover would be

installed, please

cover this region. Edge computer

Fig. 6-7 Wiring example for fixed camera
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7. USING MELFA-3D VISION

7.1.Installation Procedure
The following shows the procedure for starting MELFA-3D Vision.

\ Camera head attachment (Refer to "Chapter 5 CAMERA HEAD ATTACHMENT".) \
|
\ Connection and wiring of equipment (Refer to "Chapter 6 CONNECTION AND WIRING OF EQUIPMENT".) \
|
MELFA-3D Vision software installation (Refer to "Section 7.1.1 MELFA-3D Vision software installation
procedure".)

|

| RT ToolBox3 installation (Refer to "RT ToolBox3 User's Manual".) |
|

\ MELFA Smart Plus card or card pack setting (When using the MELFA-3D Vision extended functions) |

7.1.1. MELFA-3D Vision software installation procedure
Install to the edge computer by the following procedure.

[ Start I

v

1. Set the CD-ROM in the CD-ROM drive of theI

edge computer.

v
2. Start "Setup.exe" in the CD-ROM. (Perform this |

procedure if installation is not started automatically
after procedure 1.)

L2
| 3. Set the installer language.
| 4. Start installation.
v
| 5. Check the software license agreement.
v
6. Input the user information (user name, company
name).
v
| 7. Select the installation destination.
| 8. Installation completed.
v
9. Start the product to check if installed correctly.

!

Completed I
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MELFA-3D Vision - InstallShield Wizard X

Select the language for the installation from the choices below.

English (United States) ~

v

MELFA-3D Visicn - InstallShield Wizard x

Welcome to the InstallShield Wizard for
MELFA-3D Vision

The InstallShield Wizard wil install MELFA-3D Vision on
your computer. To continue, dick Next.

\ 4
pylon Runtime 5.0.10.10613 — x
End-User License Agreement
Please read the following license agresment carefully A’
PYLON END-USER LICENSE AGREEMENT A~

IMPORTANT - PLEASE READ CAREFULLY

THIS END-USER LICENSE AGREEMENT ("AGREEMENT") IS A LEGAL
IAGREEMENT BETWEEN YOU AND BASLER AG ("BASLER") FOR THE
[BASLER SOFTWARE PRODUCTS ACCOMPANYING THIS AGREEMENT,

ligense Agresiment

[Chea ] [ concel

PLEASE READ CAREFULLY THE TERMS AND CONDITIONS OF THIS AGREEMENT
BEFORE YOU BREAK THE SEALS ON THE PACKEGES CONTAINING THE SOFTWARE
AND THE DOCUMENTATION. WHEN THIS SOFTWARE INSTALLED, YOUR ACCEPTANCE
OF ALL THE TERMS AND CONDITIONS OF THIS AGREEMENT.

The terms and conditions of this Agreement shall apply to the software supplied

herewith by MITSUBISHI ELECTRIC CORPORATION (hereinafter referred to as
"MITSUBISHI") to you (hereinafter referred to as "CUSTOMER™). The term

"SOFTWARE™ means any program on any media and any and all related documents and

(01 arcept the terms of the license agreement Print

@1 do not accept the terms of the license agreement!

< Back Cancel
MELFA-2D Visicn - InstallShield Wizard *
License Agreement
Please read the following license agreement carefully,
END-USER SOFTWARE LICENSE AGREEMENT -
IMPORTANT

< Back Mext = Cancel

pylon Runtime 5.0.10.10613 - *

Destination Folder
Select the folder in which to install the pylon Runtime.

Click Install to accept the default folder and start the installation or
click Change to select a different folder.

Change...

Back [ Bnstall | Cancel

v

MELFA-3D Vision - InstallShield Wizard

Customer Information

Please enter your information.

Please enter your name and the name of the company for which you wark.

User Name:
| |

Company Name:

pylon Runtime 5.0.10.10613 - X

Installing the pylon Runtime
Please wait while the setup wizard installs the pylon Funtime. A’
Progress:

Installing pylon G NET Runtime Environment.

Cancel

< Back. Mext = Cancel
MELFA-2D Visien - InstallShield Wizard
Choose Destination Location
Select folder where setup will install files,

Setup will install MELFA-3D Vision in the following folder.

To install to this folder, dick Next. To install to a different folder, dick Browse and select
another folder.

Destination Folder

C:¥...¥MELFA-3D Vision¥ Browse...

< Back. Cancel

pylon Runtime 5.0.10.10613 - *

Finish
Click Finish to close the setup.

Your pylon Runtime has been installed successfully!

Finish
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MELFA-3D Vision - InstallShield Wizard x
Setup Status

The InstalShield Wizard is instaling MELFA-3D Vision

Computing space requirements

-

InstaliShield Wizard Complete

MELFA-3D Vizion - InstallShield Wizard

The InstaliShield Wizard has successfully installed MELFA-3D
Vision, Chek Finish to exit the wizard,

Fig. 7-1 MELFA-3D Vision software installation procedure
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7.2.1P Address Preparation
An IP address is necessary for the edge computer and camera head. If connecting to a network, contact the
network administrator beforehand to obtain IP addresses.

7.3.Turning ON the Camera Head

By turning ON the camera head, the start screen shown in Fig. 7-2 appears.
Whﬂll
[ ] (A ,

y 4

Alliance i
— MELFA-3D Vision

AV N ELECTRIC

Changes for the Better

‘ MITSUBISHI -

Caution E4%

Do not look straight at the lamp.
RBEHBRLELTIEEZL,

Fig. 7-2 Start screen at the time of power-on

7.4.MELFA-3D Vision Application Startup

Select [MELFA-3D Vision] in the startup menu to start the application.
MELFA-3D Vision is stored in the task tray after startup.
If the camera setting is completed, pattern irradiation is performed once.

B muiTsusisHi ELECTRIC
%7 MELFA-3D Vision

. "

0
MELFA-3D Vision Cor

& Warning

Do not look directly at light emitted from the
projector window of the camera head. Failure
to observe this may cause eye impairment.

If the camera setting is completed, pattern irradiation :
. is performed once when the system is ready. !

Fig. 7-3 MELFA-3D Vision application startup method
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7.5.MELFA-3D Vision Application Exit
Right-click the [MELFA-3D Vision] icon in the task tray to display the context menu, and select the [Exit]
menu to exit.

Fig. 7-4 MELFA-3D Vision application exit method

7.6.RT ToolBox3 Startup

RT ToolBox3 is required to specify MELFA-3D Vision settings. Double-click the desktop shortcut to start RT
ToolBox3, or click the [Start] button, and select [All programs] - [MELSOFT] - [RT ToolBox3].

RT ToolBox3

Fig. 7-5 RT ToolBox3 shortcut
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7.7.When Using the MELFA-3D Vision Extended Function

When using the extended functions such as automatic adjustment of the recognition setting, insert the
MELFA Smart Plus card or Smart Plus card pack into the robot controller, and set the parameters and
function codes. (CR800 controller use only)

[_ /\ CAUTION

The MELFA-3D Vision extended functions cannot be used in the CR750/CR751 series controllers.

(1) Turn OFF the robot controller power.
-CR800-D type : (1) Turn OFF the earth leakage breaker switch.

-CR800-R/Q type : (1) Turn OFF the robot CPU system power.
(2) Turn OFF the earth leakage breaker switch.

(2) Insert the "MELFA Smart Plus card" or "MELFA Smart Plus card pack” into the robot controller. (For
the corresponding model names, refer to "4.1 Product Check".)

(1) Pinch the interface cover removal lever and pull out the interface cover.

(2) Hold the pull of the MELFA Smart Plus card and insert it into SLOT1 or SLOT2.
At this time, insert the card so that the both ends of the card fit into the grooves of the slot (SLOT1
and SLOT2 in Fig. 7-6).

(3) Insert the connector fully into the slot until the removal lever is locked with clicking sound.

—

T ® = ‘ A |3+.
—“E—
. S SLOTI
_..@_,
L —a ' A 15 SLOT?2
Interface cover Interface cover

removal lever
MELFA Smart Plus card

/ EE MELFA Smart Plus card pack
Connect | .~ (Note 1)
Note 1: / LED
For the corresponding model b Temeee ' Pull
names, refer to "4.1 Product Check". -~ /
Removal lever
(lower side)

Fig. 7-6 Insertion of the MELFA Smart Plus card (MELFA Smart Plus card pack)

/N CAUTION

Insert only one MELFA Smart Plus card.
When multiple MELFA Smart Plus cards are inserted, the LED does not blink, and the error (L3782)
occurs. For the error details, refer to "10.3 MELFA Smart Plus Card Related Error Details".
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(3) Turn ON the robot controller power.

-CR800-D type : (1) Turn ON the earth leakage breaker switch.
(The POWER lamp of the robot controller blinks.)
-CR800-R/Q type : (1) Turn ON the earth leakage breaker switch.

(2) The POWER lamp of the robot controller blinks.
(3) After that, turn ON the robot CPU system power.

(4) For the MELFA Smart Plus card, set the parameters for enabling MELFA-3D Vision.
[When using the MELFA Smart Plus card]

Only one function supported by the card used can be used. Therefore, setting the parameters for
enabling MELFA Smart Plus and MELFA-3D Vision and restarting the robot controller are not
required.

Use the teaching pendant or RT ToolBox3 to set the parameters.
When using RT ToolBox3, connect RT ToolBox3 to the controller using MELFA-3D Vision.

(1) Change the setting value of the parameter "SMART+1" to [101].
(2) Restart the robot controller.

-CR800-D type : Turn ON the earth leakage breaker switch.

-CR800-R/Q type : Turn OFF the robot CPU system power.
—Turn OFF the earth leakage breaker switch.
—Turn ON the earth leakage breaker switch.
—Turn ON the robot CPU system power after the POWER lamp of the robot
controller blinks.

(3) The LED blinks in green when MELFA-3D Vision is enabled.

[When using the MELFA Smart Plus card pack]

-Configuring this setting and restarting the robot controller are not required. Proceed to step (5).
-Check that the LED of the MELFA Smart Plus card pack blinks in blue.
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(5) Set the function code of the MELFA Smart Plus card.

[When setting the function code for RT ToolBox3 connected to the actual device]
(1) Start RT ToolBox3 and connect it to the actual device.

(2) Select [Option] in the [Workspace] tab in RT ToolBox3.

(3) Select [MELFA Smart Plus] from the tree on the left of the Option window.

(4) When the "Get function code" button is pressed, the function code of the MELFA Smart Plus card is
input in the function code column.

(5) Restart RT ToolBox3.

Option window

] New  cirl-n

(3) MELFA Smart Plus
|— (2) Optlon When using ME_F:\ Smart Plus function, please set (4) Get fu nCtIOI’] COde

*If the robot controller is connected, it is possible to get the
automatically by dicking the [Get function code] button.

Function list Y
& ﬂ Target robot contraller: | 1:RC1L - [ Get function code ]
Option h (

1.7
Lgf ::l ’ ‘ Function code: |/I J'; I [ Set /%l
———— — | _/
The function code of the MELFA Smart Plus card (4) Setting
is dlsplavled._ -

Fig. 7-7 Function code setting of the MELFA Smart Plus card (when connected to the actual device)

[When setting the function code for RT ToolBox3 not connected to the actual device]

(1) Read the value of the parameter "MSPCODE" with the teaching pendant or RT ToolBox3
connected to the actual device. (The value of "MSPCODE" is the function code. It is not displayed
when the MELFA Smart Plus card is not inserted.)

(2) Note the displayed value of the parameter "MSPCODE" (24 alphanumeric characters).

(3) In RT ToolBox3 not connected to the actual device, select [Option] in the [Workspace] tab.
Select [MELFA Smart Plus] from the tree on the left of the Option window.

(4) Input the function code of the MELFA Smart Plus card obtained at "Step 2" in the "Function code"
column and press the Set button.

(5) Restart RT ToolBox3.

RO R L ]

Option window
v Open  Ctrl+Q
(3) MELFA Smart Plus
|
I- (2) Opt|0n When using MELFA Smart Plus function, please set function code.  Setting proedure
a\ ; . *If the robot controller is connected, it is possible to get the function code
automatically by dicking the [Get function code] button.
= \
e, | Function Is¢ Target robot contrler: g
it g
S | Function code: 1 |] I [ Set : !
(4) Input the MELFA Smart Plus card function code. ﬁ4)8etting
L |
o

Fig. 7-8 Function code setting of the MELFA Smart Plus card (when not connected to the actual device)
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(6) Check that MELFA-3D Vision is enabled.
(1) Select [MELFA Smart Plus] - [Function list] from the tree on the left of the Option window.

(2) The list of valid status of the MELFA Smart Plus functions is displayed on the right.
Check that the state of "Extended function of MELFA-3D Vision" is set to "Enable".

General
Operation Panel Displays the valid status of the MELFA Smart Plus function.
3D Monitor
Program Editing S
MELFA Smart Plus Eunction list
. # Name State
#Calibraﬁon assistance Enable
/ Robot temperature compensation Enable
Coordinated control for additional axes Enable
(1 ) Function list [| Extended function of MELFA-3D Vision N Enable |]

A E

(2) MELFA-3D Vision
extended function

Reset Default Values oK

Fig. 7-9 Checking the state of the MELFA-3D Vision extended function
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7.8.Setting and Adding Control Units

Control unit setting/addition screen display

Specify communication settings for the control unit used and add to the workspace. By creating a
workspace at RT ToolBox3, [MELFA-3D Vision] appears in the project tree. By pointing [MELFA-3D Vision],
[Control unit setting/addition] appears. Double-click this item.

When the Setting and Add Control Unit window opens, the control units on the networks are displayed. If no
control unit is displayed, check the connection with the computer and the firewall settings. (Refer to No.1 in
10.5 Q&A.)

Workspace o x Setting and Add Contral Unit x

E MELFA-3D Vision Please select the control unit, and dlick the Set Communication button and the Add/Update to Workspace button.
[#& 3D Monitor
RC1 Control Unit
Offline Unit: Name | MAC Address | 1P Address | Subnet Mask ‘ Default Gateway ‘ Port # | Result
iy Backup 2F-3DVS2-UNIT | I I N 23365
& Tool
B meL A sE yRRA  m s, N

: _ i@schpadd - RSP
] E}fﬁ]ﬁm- snnun?

1f you click Add/Update to Workspace button, the selected control unit has been added/updated to workspace.

Manual addition Set Communication ] [ Test Connection ] [ Add/Update to Workspace ]

Fig. 7-10 Setting/registration of the control unit

The connection with the control unit whose IP address is determined is possible even if the control unit is
not displayed in the list.

There are three methods for setting and adding the control units.

(1) When connecting to the control unit displayed on the window

(2) When connecting to the control unit whose IP address is determined, which is not displayed in the list
(3) When performing the communication settings of the control unit

(1) When connecting to the control unit displayed on the window

Adding a control unit to the workspace
Select the control unit to be added from the list, and then click the [Add/Update to Workspace] button to add
the selected control unit to the workspace.

Workspace o x
W MELFA-3D Vision
[¥@ 30 Monitor
RC1
Offline
4y Backup
& Tool
ElT) MELFA-3D vision
5 setup/add
i 12
[ 1josi

ulator

Fig. 7-11 Addition the control unit to the workspace
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(2) When connecting to the control unit whose IP address is determined, which is not
displayed in the list

The following shows the procedure for registering the settings (unit name/IP address/port number) to the
workspace.

Control unit communication settings
Clicking the [Manual addition] button in the Setting and Add Control Unit window displays the [Control Unit

Adding] window.

Setting and Add Control Unit

Please select the control unit, and

Control Unit Adding

Control Unit Adding of Control Unit

‘ Port # | Result
23363

Unit Name | MAC Address
2F-3DVSZ-UNIT [

Unit Name: | |

1P Address: | i i . ‘

Port: 23365

Click [Set] button to add the workspace.

If you click Add/Update to T = kspace.
e EEEEEEEER
: Manual addition [ Set Communication ] [ Test Connection ] l Add/Update to Workspace I

Close

Fig. 7-12 MELFA-3D Vision Setting Screen

Input the unit name and IP address.
Since "23365" is input as an initial value for port number. Press the [Set] button as is.

Input example

Adding of Control Unit

Unit Name: [ 3DV-Unit | Input the unit name
P Address: (o2 .68 . 0 . 40 | and IP address.
.‘IIIIIIIIIIIIIIIIIIIIIIIIIl‘
: por: :

'IIIIIIIIIIIIIIIIIIIIIIIIII’ Port number: 23365
Click [Set] button to add the workspace.

. 4
A

ssssnnnnnnn?

Fig. 7-13 MELFA-3D Vision Setting Screen

The set unit name is added to the project tree of RT ToolBox3.

Input example | Workspace et

m MELFA-3D Vision Control Unit
3D Monitor Unit Name 3DV-Unit
RCL MAC Address 00-00-00-00-00-0'
Offline
4, Badup IP Address 192.168.0.40
5 Tool Port # 23365

EIT) MELFA-3D Vision
53 setup/Add
2edNTT
g
7 1O s ="

Fig 7-14 MELFA-3D Vision Setting Screen
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(3) When performing the communication settings of the control unit

To perform the communication settings, select a control unit displayed in the list, and click the [Set
Communication] button to display the communication setting screen for the control unit. At this time, identify
the control unit by referring to the MAC address described in the factory setting information sheet.

The unit name is set to identify the control unit. This unit name also appears in the tree when the control unit
is added to the workspace. Change the name as required. N°¢ ': Note that [2F-3DVS2-UNIT] is set in Unit
Name as an initial setting.

Note 1: Up to 32 alphanumeric characters, spaces, and symbols (except for V:*?"<>|)

Control Unit Setting 23]

Setting of Control Unit

Unit Narne: 2F-3DVS2-UNIT

MAC Address: XX-XX-XX-XX-XX-XX

Copy This PC Setting

IP Address Setting:

IP Address: 192 . 168 . 0 . 40

Subnet Mask: 255 . 255 . 255 . O

Default Gateway: 192 . 168 . 0 . 254
Port: 23365

If you click Set button, the edited content is set to the control
unit.

Set

Close

Fig. 7-15 Control unit communication settings

Connection test

Select the control unit added at the Control unit setting/addition screen and then click the [Test Connection]
button to perform a connection test for the selected control unit. If the connection test result is OK, close the
[Setting and Add Control Unit] screen. If the test fails, check the communication settings.

Setting and Add Control Unit ==

Please select the control unk, and cick the Set Communication button and the Add/Update to Workspace button.

Control Unk
Linit Nama MALC Address 1P Addrass Subnat Mask Defauk Gateway Port # Resuk
2F-3DVSZ-UNIT  300-200-300-300-000-200 [ MELFA RT ToolBax3 W] 233 0K

¢

0 Connechion with the Controd Unit was sucosecad

| ox |

i |

N

If you chick Add/Update to Workspace button, the sakscted contral unit has bean adde-d-'i Eﬂed to workspace.

Sek Communication E IE{ Conmircton E Add/Update to Workspace

d4EEEEEEEEEEERY

Close

Fig. 7-16 Connection test for the control unit

Setting and Adding Control Units 7-53



7 USING MELFA-3D VISION

7.9.MELFA-3D Vision Setting Screen Description

By double-clicking the control unit added to the workspace, the MELFA-3D Vision setting screen (Fig. 7-15)
appears.

The MELFA-3D Vision setting screen is configured as follows.

B MELFA-3D Vision - 1: 2F-30VS2-UNIT . — O *
1) Title bar
MELEA-3D Vision Help ( )
Set A
e~ 4) Image monitor
1. Connect Setup Set Up ( ) g
= 1. Connection Setup: Setfing network parameters of cameras and robots.
£ 1-1 Camera
2. Calibration 1-2 Robot
2-1 New 2. Calibration: Executring the calibration between camera and camera / robot.
2-2 Edit 2-1 New
3. Jab 2-2 Edit
3-1 New 3. Job: Register the Measuring / recognition condition in the job.
3-7 Edit 3-1 New
3-3 Run 3-2 Edit
i 3-3 Run
Monitor
Measuring/Recognition Result Honitor
- = - - Measuring/Recognition Result:  Monitoring images of the measuring/recognition results.
Maintenance
Backup Maintenance
- . Backup: The data is backed up from the unit.
(2) GU|dance Restore: The data is restored to the unit.
menu
W
EE——— |
Status: Connected ry
Mode: | Operation ~
Camera
ID State MAC Address
1 Offline 00-00-00-00-00-00
2  0Offlne 00-00-00-00-00-00
< >
(3) Properties . S
. 5) Setting/operation field
monitor (%) giop
Camera Robot Calibration Job .

Fig. 7-17 Instructions for the MELFA-3D Vision setting screen

7.9.1. Title bar

The title bar displays the following information.

G EEEEEEEEEEEEEEENEEN) EEEEE,

[ {8 MELFA-3D Vision : 1: 2F-3DVS2-UNI=]Top} =R = 1

EEsEssEssEEsnnnnnn?

Control unit name Guidance menu name

Fig. 7-18 Notation of the title bar for the MELFA-3D Vision setting screen (1)

When creating, editing, or executing calibration data or jobs, the applicable calibration data name or job
name is displayed after the guidance menu name.

[ #91 MELFA-3D Vision - 1: 2F-3DVS2-UNIT [2. Calibration £ CALIB1E =N ECR == 1

Calibration name

Fig. 7-19 Notation of the title bar for the MELFA-3D Vision setting screen (2)
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7.9.2. Properties monitor

In the properties monitor, camera connection settings, robot connection settings, calibration data, and job
data information are displayed.
Robot

Gamera ID IP Address Port #
1 0.0.0.0 10009

D StaFe MAC Address IP Address 5 0.0.0.0 10009
o o osos S ooro s
ne  DU-AR-L-A-n el 4 0.0.0.0 10009

Camera | Robot | Calibration | Job Camera | Robot | Calibration | Job

Fig. 7-20 Property monitor (camera, robot)

Table 7-1 Information displayed on the properties monitor (camera)

Item Description
ID Camera head ID
State Displays the connection state with the camera head.
(Online/Offline)
MAC Address Camera head MAC address
IP Address Camera head IP address
(Refer to 7.10.1 Camera settings.)

Table 7-2 Information displayed on the properties monitor (robot)

Item Description
ID Robot ID
IP Address IP address of the connection destination robot
(Refer to 7.10.2 Robot settings)
Port# Port number of the connection destination robot
(Refer to 7.10.2 Robot settings)
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Job

Galibration

Mame State Method Calibration

CALIB1 1 1

4 T

MName Camera ID Robot ID Progress-Z Progress-XY Progress-Robot Camera Set Type

JOB1 Usable Modekmatching  CALIBL

Fixed

Camera | R0b0t| Calibration |Job |

| Camera | Robot | calibration | 1ob |

Fig. 7-21 Property monitor (calibration, job)

Table 7-3 Information displayed on the properties monitor (calibration)

Item Description
Name Calibration name
Camera ID Camera ID of the camera head to be used
Robot ID Robot ID of the robot to be used
Progress-Z Displays the completion status of the Z calibration.

Progress-XY

Displays the completion status of the XY calibration.

Progress-Robot

Displays the completion status of the robot calibration.

Camera Set Type

Hand: Hand eye
Fixed: Fixed camera

Extended Field of view option

Standard (None): Standard mounting
Extended: Using the enlarged view option

Robot Calibration Noncontact Type

Contact Type

(Refer to the items in Table 7-7 Calibration (initial settings))
Distortion correction Simple

Detail

(Refer to the items in Table 7-7 Calibration (initial settings))

Score Displays the robot calibration score.
Table 7-4 Information displayed on the properties monitor (job)
Item Description
Name Job name
State Enabled/Disabled
Method Model-less/Model-matching
Name Name of the calibration to be used
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The properties monitor can also be used to check the status of the connection with the control unit, and to
change the operation mode from a drop-down menu.

Status: Connected Status:

Fig. 7-22 Control unit connection status

Mode: [Dpemtiun h ]
Calbration
Job
G
iaabe Operation

ID State MAC Address

Fig. 7-23 Operation mode change

< @ OO0peration modesO € <O
Operations modes are described in the following table.

Operation mode Description
Calibration No requests other than calibration commands from the robot
controller are accepted.
Job No requests are accepted from the robot controller.
Operation All requests other than calibration commands from the robot
controller are accepted.

Camera tab
From the context menu that appears by right-clicking the Camera tab, live images can be displayed.

% Lve = s |

Camera ID: 1 | rzdiation”

Gamera

ID State MAC Address

" Setup -
2 Offline 00+
yasssssssssssssssal
Live E

[ |

Pl TN

Camerz | Robot | Calibration | Job

Rotate Left Rotate Right Close

Fig. 7-24 Live image
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7.9.3. Image monitor
In the image monitor, images such as live images, pattern images, measurement results (range images),

and recognition results are displayed.

1<

Measuring Result Recognition Result

|4

Display style: |2D v| Display style: |2D v|
Fig. 7-25 Image monitor

The image center on 2D images displayed at the monitor is the XY origin of the camera coordinate system
(see Fig. 3-14).

Fig. 7-26 Camera coordinate system in image monitor

By selecting "3D" for the display format, measurement and recognition results can be displayed in 3D.
The viewpoint can be changed using the mouse (see Table 7-5).

MELFA-3D Vision Setting Screen Description 7-58



7 USING MELFA-3D VISION

Table 7-5 Mouse operation to change image monitor (3D display) viewpoint

Viewpoint change Mouse operation at graphic display
Viewpoint rotation While left-clicking, move left and right to rotate around the Z-axis.
Move up and down to rotate around the X-axis.
While clicking the left and right buttons, move left and right to rotate
around the Y-axis.

Viewpoint movement While right-clicking, move up, down, left, and right.
Enlarging/reducing graphic While holding down the [SHIFT] key and left-clicking, move up and
images down.

Furthermore, by selecting the texture display check box, 2D images captured by the camera are mapped
and displayed over 3D data.

Measuring Result

Display style: 3D ~| [¥] Display Texture

Fig. 7-27 Image monitor (3D display)

7.9.4. Setting/operation field

A Setting/operation screen according to the operation is displayed in the setting/operation field.

Inital  Camera Lens Projector Z XY Robot
Calibration (Initial Setting)

Camera ID: il ~ | Extended Field of view option: | Standard (Mone) ~
Robot ID: 1 ~ | Robof Calibration: MNoncontact Type -
Camera Set Type: |Fxed + Distortion correction: Simple ~

Fig. 7-28 Calibration setting/operation field
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7.10. Connection Settings
7.10.1. Camera settings

Camera settings screen display

This screen is used to specify camera communication settings. By clicking [Startup] - [1. Connection Setup]
- [1-1 Camera setting] in the guidance menu in the MELFA-3D Vision setting screen, a Camera settings
screen appears. By clicking the [Refresh] button, the latest information from the control unit is acquired.

g

Set u .
1. Connect Setui Fettlng Camera 1 ﬂ
l | 1 I

Please select the Camera, and click the Set Communication button.
Camera
1-1 Camera Refies
£ CUIL
3. Job Camera ID MAC Address 1P Address Result
3-1 Mew 1 00-00-00-00-00-00 0.0.0.0
3-2 Edit 2 00-00-00-00-00-00 0.0.0.0
3-3 Run
Monitar Dsconnect | [ set Communication | Test Connection |
Measuring/Recognition Result
Cose |
Maintenance
Backup
Restore

Guidance menu

Fig. 7-29 Camera settings

Camera communication settings

Up to two cameras can be connected to a single edge computer. The two cameras are identified by their
camera ID. By selecting the camera ID for the camera to be registered and then clicking the

[Set Communication] button, the Camera communication settings screen appears. Select the camera head
MAC address from the MAC address field drop-down menu. Please note that MAC addresses for all
camera heads on the same network appear in the MAC address field drop-down menu. Enter the IP
address in the IP address field. The IP address should be different from the ones of other devices in the
same network as the edge computer.By clicking the [Set] button, camera communication settings are
written to the control unit.

Setting Camera — === Camera setting @
Please select the Camera, and click the Set Communication button. i
Setting of Camera
| Camera Camera 1D: 1
| mefieh | MAC Address: s -
Carmera ID MAC Address 1P Address Result 1P Address: 0 . o0 . o0 .0
i ]00-00-00-00-00-00 ]0.0.0.0 |
2 00-00-00-00-00-00 0.0.0.0
Set
EEssEEEEEEEEES
M
P ||
[ oese ]
L —

Fig. 7-30 Camera communication settings
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Connection test

By selecting the camera for which communication settings were specified and then clicking the
[Test Connection] button, a connection test is performed for the selected camera. If the connection test
result is OK, close the Camera settings screen. If the test fails, check the camera communication settings.

Setting Camera @

H
Please select the Camera, and click the Set Communication button.
MELFA RT ToolBox2 =
Camera
Eefresh |6_\ Connection with the Camera was succeeded.
Carnera 1D Result
L o L
2
/’\ ssEEEEEEEEEEE,
[ Set Communication [ Test Connection :
musEmssmsmEsmEEm

Fig. 7-31 Camera connection test

Circuit disconnection

If disconnecting the circuit for cameras for which communication settings are completed, select the camera
from the list, and then click the [Disconnect circuit] button.

- -
Setting Camera ﬁ
]
Please select the Camera, and click the Set Communication button.
MELFA RT ToolBox3 “
Camera
| Refresh
1 ! . Are you sure you want to out disconnect from the camera?
Camera ID
i2 No

[
] .
: Disconnect EO [ Set Communication ] [ Test Connection ]
:lll.lllllllllll.
Close

Fig. 7-32 Camera circuit disconnection
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7.10.2. Robot settings

=

©
@}

Control unit

(4) Port: 23365 (3) Port: 23365

(2) Port: 10003

.

‘;e-' ' |
it (3)Port: 10001 - %
Sy < .
_Th‘ Robot controller
L=

u' J EEREE

RT3, Notebook PC

Fig. 7-33 Relationship diagram of port numbers

< @ ORobot settingsO €O

If performing a measurement or recognition check only and no picking work, robot settings are not
required.

7.10.2.1. From robot to control unit

Robot setting screen display

This screen is used to specify robot communication settings. By clicking [Startup] - [1. Connection Setup] -
[1-2 Robot setting] in the guidance menu at the MELFA-3D Vision setting screen, a Robot settings screen
appears. By clicking the [Refresh] button, the latest information from the control unit is acquired.

. 1-2 Robot

[ Setting Robot ﬁ‘

Please select the robot, and click the Set Communication button.

1-2 Robot

« LAlDT4TIonN
2-1 New Robot
2-2 Edit Refresh -i
3. Job
3-1 New Robot ID IP Address Port # Result
3-2 Edit i1 ' 192.168.0.20 10003
3.3 Run 2 192.168.0.20 10003
3 192.168.0.20 10003
Monitor 4 192.168.0.20 10009

Measuring/Recognition Resuft

Maintenance

Set Communication Jest Connection .
Backup L L= J

Guidance menu N

Back to Top

Fig. 7-34 Robot settings
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Robot communication settings

Up to four robots can be connected to a single edge computer. The four robots are identified by their robot
ID. By selecting the robot ID for the robot to be registered and then clicking the [Set Communication] button,
a Robot communication settings screen appears. Enter the IP address set for the robot in the IP address
field. Enter the port No. to be used in the Port No. field Not¢ 1. Click the [Set] button to write the robot
communication settings to the edge computer.

O @ OPort Nos. OO
Select the port No. to be set from 10001 to 10009. When doing so, ensure that the selected port is not
used in the Ethernet settings in the robot parameters.

Note 1: The port No. used must be set in one of the robot parameter NETPORT elements, and not be used
for communication for any other devices. (See Fig. 7-37 )

Robot Setting &J
Setting of Robot
Robot ID: 1
IP Address: 192 . 168 . 0 . 20
Port: 10003

Close

Fig. 7-35 Robot communication settings
Connection test
By selecting the robot for which communication settings were specified and then clicking the

[Test Connection] button, a connection test is performed for the robot. If the connection test result is OK,
close the Robot settings screen. If the test fails, check the robot communication settings.

r B
Setting Robot ﬁ

Please select the robot, and click the Set Communication button.

Robot
[ Refresh |
r MELFA AT Toolfica®
Robq
1
Commamecation setting of the Robot was completeg
5 o
3
4

Fig. 7-36 Robot connection test
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7.10.2.2. From robot to control unit

With the sample robot program contained in the CD-ROM (3F-52C-WIN) provided, "COM2:" is used for
communication with the robot. If using with the COM port setting as is, specify settings as shown in Table
7-6.

Tl = |~ | e =R RT ToolBax3 - Ethernet 1:RC1 (Onling)

Waorkspace Home Online 3D view View Help

) Ethernet LRC1 (Cnline) X

21 [[& MELFA-3D Vision @
30 Monitor B Ethernet 1:RC1 (Online) E
2 B4 RC1 — -~ =
i gﬂ‘:: Menu: Device List: FREERE .: Device Allocation: (COMDEV) 2
[ RV-7FRD P Address Dev...l Mode | IP Addresq ‘ Por... ‘.Pmtnco\ ‘ Exit Code ‘ Packet T... | "C.D.Mll: RS5232 h
- : : e
i Pkl Wb SR w2 AP e o AP 5 U5 o USR03 i P wmmms | Baians [D"“Z‘ rand
COM3: (No Selection) -
5 spi Realtime Monit - 2 = :
L e eatime Hontor SHEMS TR AN T 1SR " AR TN AR AN DARGAAA " AT T = cou T Selecton) -
T 5 parameter tist Real-time External Command OPTL4 1:Server 192.168.0.5 10004 J:No-procedure 0O: No-ncuded 0: CR COMS: | (No Selection) ~
I & Movement Parameter OPT15 1:Server 192.168.0.8 10005 J: No-procedure 0: No-included 0: CR COMs: | (No Selection) -
> [ Program Parameter OPT16 1: Server 192.168.0.2 10006 \: No-procedure  0: No-included  0: CR
b @ Signal Parameter OPTL7 1:Server 102.168.0.6 10007 QNJo-pro o L CE COM7: | (No Selection) ~
4 @ Communication Parameter OPT18 1:Sever 162.166.08 10008 w: belection) -
:-gi;‘-?ﬂt---_ N OPTIO 1:Server 192.168.0.80 10000 : No- Itis necessary that one
ernel M n n
b RAMAM e | Sexzanest of the port numbers set
(> [T Monitor Sef...
» $ wanterance at the edge computer
& Boar " . . ;
b Backp Robot communication wite
b Tool .
- B MELFA 2D Vison Device: 0PT12 setting" screen (refer to
453 Setup/add T LTI T LT : .
48 2F-3Dvs2UNTT = Autoconfigration: Iw Flg 7-28) must be set.
#I% 30V-Unit LERERERERERERERENERERERENENRITITRTY
b (@ v Smuator Mode:  (NETMODE(2)) 0: Cient -
ANEEEEEEEEEEEEENENENNENNSSNSNENEEEEEEEEEEY
£ ke i :
- L]
H
s gewoRr) =
DamssENsSSESSNEEEESEEARREEEEEEEEREEEEEEEES
Protocol:  (CPRCE12) 2: Data Link -
Packet Type:(CTERME12) 1: CRHF -
"= EE R AR RN R EEE RN RN EE RS EEEEEEEEEEEEE,
£ oo, (como0) :
SN EEEE NN EEEEEEEENNNNNNEENEENEEEEEEEEEY
o

Online mode CAP | NUM | SCRL

Fig. 7-37 Ethernet setting screen for robots

Display the Ethernet parameter screen by clicking [Online] from a project tree - [Parameter] -
[Communication parameter] - and double-clicking [Ethernet]. Then, display the list of devices by clicking
[Device & Line]. Select the device to be set and click settings. Next, configure the settings as follows.

Table 7-6 Ethernet configuration example for robots

No. Parameter name Setting value Definition

1 | Autoconfiguration MELFA-3D Vision | Select [MELFA-3D Vision] from the
selection field.

2 | IP address (NETHSTIP(2)) 192.168.0.40 Select the IP address for the control unit.

3 | Port# (NETPORT(3)) 23365 Select the port number for the control unit
Note1

4 | Allocation (COMDEYV) COmM2 Select the serial port number from the
selection field.

Note 1: Set to the same port No. (refer to 7-8 Setting and Adding Control Units) as entered in the edge
computer communication settings.

Click [OK] - [Write] to write to the robot controller and then reboot.
* Change the robot controller IP address as required depending on the working environment.
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7.11. Calibration

Creating new calibration data

Perform calibration of the camera. By clicking [Startup] - [2. Calibration] - [2-1 Create Data] in the guidance
menu at the MELFA-3D Vision setting screen, new calibration data is created and a Calibration screen
appears.

MELFA-3D Vision - 1: 2F-3DVS2-UNIT [2. Calibration - CALIB1] - [m| x
MELEA-3D Vision Help

4

Set up

1. Connect Setup
1-1 Camera

1-2 Robot

2. Calibration 2.Calibration
2-1 New

. 2-1 New
ERT 2-2 Edit
3-1 New
3-2 Edit
3-3 Run

Monitor
Measuring/Recognition Result

Maintenance
Backup

Guidance menu

Back to Top

Status: Connected
Mode: | Calibration ~

Calibration

14

Mame Camera ID RobotID Pr o =
Initial  Camera Lens Projector Z XY Robot

Calibration (Initial Setting)

Camera 1D: Extended Field of view option: | Standard (None) ~
Robot ID: Robot Calibration: MNoncontact Type ~

Camera Set Type: Distortion correction:
< >

Presetting Robot
Camera  Robot  Calbration Job -»“ = dEEk

Fig. 7-38 Calibration

<& @ OCreating new calibration data € <&
New calibration data can also be created from the context menu that appears when right-clicking the
"Calibration" tab in the Properties window.
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7.11.1. Initial settings
In the initial settings, select the following items according to the equipment configuration. When selection is
completed, click the [Next] button.

MELFA-3D Vision - 1: 2F-3DVS2-UNIT [2 Calibration - CALIB1] — m} >
MELFA-3D Vision Help

4

Set up

1. Connect Setup
1-1 Camera
1-2 Robot
2. Calibration
2-1 New
2-2 Edit

3. Job

3-1 New
3-2 Edit

3-3 Run

Monitor
Measuring/Recognition Result

Maintenance ———
Backup
Restore

Back to Top

Status:
Mode: | Calbration ~

Calibration

MName CameraID RobotID Pr L
Initial Camera Lens Projector Z XY Robot

Calibration (Initial Setting)

Camera ID: Extended Field of view option: | Standard (None) ~
Robot ID: Robot Calbration: Moncontact Type -~

Camera Set Type: Distortion correction:
< >

Presetting Robot
Camera Robot Calbration Job -»». E [k

Fig. 7-39 Calibration (initial settings)

Table 7-7 Calibration (initial settings)

ltem Description
Camera ID Camera ID being used (see 7.10.1)
Robot ID Robot ID being used (see 7.10.2)
Camera Set Type Hand eye / Fixed camera
Camera Angle 0 degrees : Normal position 90 degrees : Extended field of view option being used
Robot Calibration Non-contact: This method for vertical 6-axis robot is a non-contact type which

recognizes a target mark at different robot poses.

Contact: This method for vertical 6-axis robot and horizontal 4-axis robot is a
contact type which points out 5 mark positions and recognized
them.(Fixed camera use only)

* Vertical 5-axis robot with a fixed downward fifth axis can use the contact type method.

Distortion correction Simplified method: Correct lens distortion easily.

Detailed method: Correct lens distortion using a checkerboard.

* Select the simplified method for normal use. Select the detailed method when the
extended field of vision option is used or high accuracy is requested.
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7.11.2. Camera settings
The camera head projector irradiation range and focus, camera focus and aperture adjustments, and
parameter settings are specified in the camera settings.

#.ﬁ MELFA-3D Vision - 1: 2F-3DWS2-UNIT [2. Calibration - CALIBT] - O X

MELFA-3D Vision Help
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Set up

1. Connect Setup
1-1 Camera

1-2 Robot

2. Calibration

Monitor -
Measuring/Recognition Result
Maintenance

Backup
Restore

Back to Tep

Status: Connected

Mode: .Calibrat\un -]

Calibration

Name CameraID RobotID Pr
Initial Camera Lens Projector Z XY Robot

Calibration (Camera Setting)
Please adjust the Z calibration plete to the horzontal ine.

Irradiation: Start | About Camera

Set Parameter...

< >

Presstting ) \“'1'-.
Camerz Robot calbration Job VA

Fig. 7-40 Calibration (camera settings)

<Back: ﬂext>.

< @ OBefore adjusting the camera aperture and focus<& € <&
Ensure that the lens is secured properly to the lens mount. If insufficiently secured, the lens may loosen
when the ring is rotated to adjust the aperture and focus.

Irradiation range adjustment
Raise the Z calibration plate (2F-3DVS2-Z-S/M/L) to the estimated workpiece stacking height with a raising
block (2F-3DVS2-STAND), etc.

Z calibration plate

Z calibration plate

Raising block

Viewed from above, ensure that the raising
block does not protrude from the plate edge.

Fig. 7-41 Example of raised Z calibration plate

Set the camera mode to live image, and position the Z calibration plate so that it aligns with the light blue
lines displayed on the image monitor. If it does not align, select another Z calibration plate that aligns with
the light blue lines as best as possible, and position it so that the red line in the center of the image monitor
comes to the center of the Z calibration plate N°t¢ 1. When doing so, ensure that the edges of the Z
calibration plate are not inside the camera field of view.
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|

Z calibration plate

Position the plate so that both sides of the
plate are aligned with the light blue lines.

Fig. 7-42 Example of Z calibration plate alignment

O @ OZ calibration plated €O
* The plate is different on each side. Use with the matte surface facing up. If the glossy surface

(indicating the model name) is used, the measurement test and Z calibration may fail.
* Both 4F-3DVS2-Z-M and 4F-3DVS2-Z-L are provided in two pieces. Joint two pieces of Z calibration
plates together. Ensure that the plate joints are aligned cleanly.
1

* |f more raising blocks (2F-3DVS2-STAND) are required, prepare the additional block(s).

By clicking the pattern irradiation [Start] button, pattern irradiation from the projector is started. Within the
irradiated pattern, the range shown in Fig. 7-43 is the measurable area. To ensure that this measurable
area comes to the center, adjust the projector angle while watching the image monitor. When doing so,
temporarily adjust the camera aperture and focus so that the pattern irradiation visibly appears in the image

monitor.

Fig. 7-43 Measurable area

Note 1: Keep it in place until the Z calibration is completed.
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7.11.2.1. Parameter settings

By clicking the [Set Parameter] button in the Camera settings screen, the Camera parameter list screen
appears. By clicking the parameter for which the value is to be changed in the parameter list and then
clicking the [Change] button, the Camera parameter settings screen appears.

By changing a value and clicking the [Set] button, the Camera parameter settings screen closes and returns
to the Camera parameter list screen. At this point, the parameter has not yet been set in the control unit. By
clicking the [Set] button in the Camera parameter list screen, the changed parameter value is set in the
control unit.

If the result of workpiece measurement described in 7.12.2 is not satisfactory, measurement results can be
improved by changing the camera parameters.

(nj.% MELFA-3D Vision - 1: 2F-2DVS2-UNIT [2. Calibration - CALIBT] — O be
MELFA-3D Visicn Help

14

Set up

1. Connect Setup
1-1 Camera
1-2 Robot
2. Calbration
2-1 New
2-2 Edit
3.Job

3-1 New
3-2 Edit

3-3 Run

Monitor
Measuring/Recognition Result

Maintenance

Backup
Restore
Back to Top
Status: Connected
Mode: | Calibration -
Calibration

Mame CameraID RobotID Pr
Initial Camera Lens Projector Z XY Robot

Calibration (Camera Setting)
Please adjust the Z calibration plate to the horizontal line.

Trradiation: Start About Camera

Set Parameter...

< >

Camerz Robot calbration Job = Back Next >

Fig. 7-44 Calibration (camera settings - parameter settings)

Camera parameter list *

Please click the Set button after setting the camera parameters.

Calbration data :  |CALIB1

Refresh
Parameter Jist :
Parameter Value Explanation
Exposure TimeRaw 4.000 Camera Exposture Time[msec]: Set the shutter speed....
GainRaw 300 Camera Gain: Set the amplification degree of the senso...
MeasureRangeCorrectio... 0 Correction Factor of Measure Range: Adjusting paramet...

Change Set

Close

Fig. 7-45 Camera parameter list
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Camera parameter setting hd

Calbration data: ‘CALIBI

Mame: ‘ExpnsureTimeRal.'.r

Camera Exposture Time[msec]: Set the shutter speed. (1.000-30.000)

Explanation:
Min : 1.000 Max : ‘30.000
value: |:|
Cancel
Fig. 7-46 Camera parameter settings
Table 7-8: Camera parameter list
Unit Description Range Default
Parameter name setting
ExposureTimeRaw | msec Camera exposure time [msec]: 1.000 to 4.000
Set the shutter speed. 30.000
GainRaw - Camera gain: 300 to 850 | 300
Set the amplification degree of the
sensor signal (Sensitivity).
MeasureRange - Correction Factor of Measure Range: -10to+10 | O
CorrectionFactor Adjusting parameter of measurement
range. This parameter changes the
unmeasurable area.
< @ OExposure timeO €O

If the measurement test is not satisfactory for black or dark objects, it may be possible to improve the
result by increasing the exposure time.

O €< Camera gain O €<
When a larger gain value is input, the image becomes brighter, which increases the noise in proportion
to the value.

<O @< About unmeasurable area O €O
According to the work piece distance and the length between camera and projector, unmeasurable area
may occur. This area can be seen as black band-like area spreading to same direction of the light
pattern slit.
Because of the measurement principle, these areas always exist outside of measurement. But,
sometimes this area can be seen in the measurement image around the boundary according to the
setting.
When you see the unmeasurable area, please try to the following countermeasures.
(1) Adjust the degree of projector setting in order to make the light patterns inside
of the field of camera view.
(2) Adjust the MeasureRangeCorrectionFactor parameter.
(3) Change the base plate and shorten the distance between camera and projector.

Unmeasurable area
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7.11.3. Lens settings

§2 MELFA-3D Vision - 1: 2F-3DVS2-UNIT [2 Calibraticn - CALIB1]
MELFA-3D Vision Help
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Setup

1. Connect Setup
1-1 Camera

1-2 Robot

2. Calbration

Monitor
Measuring/Recognition Result
Maintenance

Backup
Restore

Back to Top

Connected

Status:

Mode: :Ca]\b ration

Calibration

Mame CameraID RobotID Pr
g Xy

Initial Camera Lens Projector Z

Robot

Calibration (Lens Setting)

1. Select [Focus] and set the focus.

2. Select [Diaphragm] and set the diaphragm.
Diaphragm

£

Camera Robot Calbration Job

About Focus

About Diaphragm

<Eack: ﬂext)I

Fig. 7-47 Calibration (lens settings - focus)

Temporary focus adjustment
Select [Camera] and reset the projector mode.

Place a patterned paper (refer to Chapter 11.1), etc. on the plate for Z calibration and on the measurement

stand, and select [Focus].

While looking at the picture displayed on the screen monitor
focus to bring each pattern on the plate for Z calibration and
balanced manner and at the same level.

The bigger the edge strength value, the clearer the differenc
bringing it into focus. As the greatest value of the edge stren

and the value of the edge strength, adjust the
on the measurement stand into focus in a

e between the light and shade will become,
gth since the start of adjustment will be

displayed as the peak value, this function can be used as a reference to adjust the focus.

Focus is in balance.

Poor focus compared
to that on the plate.

Present value
is large

Present value
is small

Fig. 7-48 Temporary camera focus

adjustment example
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Temporary aperture adjustment

#% MELFA-3D Vision - 1: 2F-3DVS2-UNIT [2. Calibration - CALIB1]
MELFA-3D Vision Help
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Set up

1. Connect Setup
1-1 Camers

1-2 Robot

2. Calibration

Monitor -
Measuring/Recognition Result

Maintenance -
Backup
Restore

Back to Top

Connected

Status:

Mode: .Ca.\ibmtion <]

Calibration

Name CameraID RobotID Pr

Intial Camera Lens Projector
Calibration {Lens Setting)

Focus

< >

2. Select [Daphragm] and set the daphragm.

z XY

1. Select [Focus] and set the focus.

About Focus

About Diaphreom

- =
&

Camera Robot calibration Job

< Back

ﬂext>.

Fig. 7-49 Calibration (

Go to projector mode and select [Diaphragm].

While looking at the picture displayed on the screen monitor and the following information, adjust the

diaphragm of camera so that the light and shade of the pattern becomes clear with regular intervals.

e When the distribution of the histogram displayed in the upper left deviates to the edge of either the right
or left, this means there is deflection in the light and shade of the pattern. Adjust it such that two peaks
are created without deviating to the edge.

e Adjust it such that the saturated brightness level is the small value. The recommended value is less than

The distribution does not
deviate to the edge
It has two peaks

The light and dark of
the pattern are clear

lens settings - diaphragm)

X

AT

| EERREEREEREREEREREREEEEER :

The disfribution does not
U

]
\ pattern are unclear

(AR

B cm—
.

The value is small

Fig. 7-50 Temporary adjustmen

| The value is large

deviate to the either edge
t example for the camera diaphragm
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7.11.4. Projector settings

#7 MELFA-3D Vision - 1: 2F-3DVS2-UNIT [2. Calibration - CALIB1] L O 74
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Setup

1. Connect Setup
1-1 Camera

1-2 Robot

2. Calibration

Monitor -
Measuring/Recognition Result

Maintenance -
Backup
Restore

Back to Top

Status: Connected

Mode: CE]IhI’BtIﬂH | l

Initial Camera Lens Projector Z XY Robot
Calibration (Projector Setting)

Adjust the focus of the projector. About Projector

Calibration

Name CameralD RobotID Pr

< >

Presetting é\:é" Z
Camera Robot Calbration Job ..

Fig. 7-51 Calibration (projector settings)

< Back | Mext >

Temporary focus adjustment

By changing to the projector mode by selecting [Projector], only a specific irradiation pattern is monitored by
the screen. Projector mode is reset by selecting [Camera].

Turning the projector focus adjustment knob (refer to Fig. 7-53), focus on the patterned irradiation on the
monitor screen to bring each pattern on the plate for Z calibration and on the measurement stand into focus
in a balanced manner and at the same level.

If the adjustment is believed insufficient following the above mentioned procedure, visually confirm that you
can clearly see the burr (because of the characteristics of the projector) at the actual irradiated pattern
corner (as an auxiliary means).

Yy

L |
Adjust the focus on
the both patterns. I

iy

Upon completing the focus adjustment, turn the focus fixing screw (refer to Fig. 7-53) and fix the focus of
the projector. Note 1

Visually confirm that the burr in the
pattern corner can be clearly seen.

Fig. 7-52 Temporary projector focus adjustment
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"~ Focus fixing screw

Focus adjustment knob
Fig. 7-53 Focus adjustment knob and focus fixing screw

Note 1: Note that the focus adjustment knob is not turning when turning the focus fixing screw.
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7.11.5. Distortion
To correct the distortion, a checkerboard is used to correct camera head lens distortion. This function can
be used by setting [Distortion correction] from the Calibration setting under the initial settings to [Detail].
Further, use "Checkerboard_8x11.pdf" N°¢ 1 in the CD-ROM as a checkerboard.

correction

Note 1: Data files are stored in "Doc\ENG\3DVS-Calibration_Marker_ENG\Checkerboard_8x11.pdf". In

addition, use it by scaling depending on the usage environment (camera viewing field size).

MELEA-3D Vision Help

M MELFA-3D Vision - 1: 2F-3DVS2-

UNIT [2 Calibration - CALIB1]

m} X

Set up

1. Connect Setup
1-1 Camera
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2. Calibration
2-1 New
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3. Job

3-1 New
3-2 Edit

3-3 Run

Monitor
Measuring/Recognition Resuft

Maintenance
Backup
Restore

4

Back to Top

Connected

Status:

Mode: | Calbration ~

Calibration

Name Camera ID Robot ID

€

Camera Robot calbration Job

Live After correction b

Pri

Initial Camera Lens Projector Distortion correction 7 X Robot

Distortion correction

Checkerboard: Edit Camera mode: | Live ¥

Vertical Horizontal Image ID: 1 ~|| Gapfure || ysed

Cells: 8 x 11 (Al 0 sheets)

1 celk 24.0 [ Image list.. Correction
>

Presetting i i Robaot

m- <ok [nexe >

Checkerboard settings

Clicking [Edit] on the distortion correction screen displays an edit screen for checkerboard. Input each value
for the horizontal and vertical numbers of the cell of the checkerboard to be used and the length of each

Fig. 7-54 Calibration (distortion correction)

side per one cell. By clicking [Set], the setting values of checkerboard are reflected.

Initial Camera Lens Projector Distortion correction 7 XY Robot
Distortion correct
Checkerboard: Edit.. Camera mode:  |Live ¥
Vertical Horizontal 'mage ID: 1 v Capture || sed
Cells: \ 8 x‘ 11 (All 0 sheets)
Edltcheckerbuard *
1 cell 24.0 [mm]
Vertical Horizontal
1 cell: 24.0 e
Set Cancel

Fig. 7-55 Checkerboard settings
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Number of horizontal cells Example: 11 cells

N
' N\

r

per one cell

I Length of each side
Example: 24.0mm

s|j90 g :ojdwexg  S||8d [EOIUSA JO JaquinN

.

Fig. 7-56 Instructions for the parameters during setting of the checkerboard

Photographing images

Images can be photographed by selecting [Live] from the camera mode pull-down and clicking [Capture].
Up to 25 capture images can be registered. In addition, the image ID selected is the image registration
number.

< @ OPhotographing checkerboards<O € <

* Adjust the field of vision of the camera in such a way that the checkerboard is visible at around 80% of
the size.

* Set up the checkerboard in such a way that the target subject within the red frame of Fig. 7-52 is
included within the photographic image.

* Prevent the paper of the checkerboard from being warped when photographed. (You may place it on
cardboard, etc.)

* Confirm that the camera is in focus.
* The target number of images to be used is at least 10 images.

* When a failure occurs in corner detection, adjust the exposure time of the camera setting, then
enhance the contrast of the image.

Previous correction After correction

4

Initial Camera Lens Projector Distortion correction z7 XY Robot
Distortion correction

Checkerboard: Edit_. Camera mode: | Live >
Vertical Harizontal Image ID: 1 || Capture Used

Cells: 8 x 11 (Al 0 sheets)

1 cell: 24.0 [ Imaae list... Correction

< Back Mext =

Fig. 7-57 Method of photographing images

Calibration 7-76



7 USING MELFA-3D VISION

Confirmation of capture images and selection of images to use for distortion correction

Capture images can be confirmed by selecting [Capture image] from the camera mode pull-down and
selecting the image ID to be confirmed. In addition, by clicking [Used] check box, you can decide whether
the image is used for distortion correction. Selected images will be used for distortion correction.

Capture image

Previous correction After correction -

Intd Camera Lens Projector Distorbon c ton 7 XY Robot =TT e |
Bstartion comacton I Check box for Used: |
Checkerbaard: Edt Camera mode.  |Live a 1 Use the image for 1
1
1

Vertical  Morizontal Irage 1D /i X | Caniure | [ ysed : correction or not.
8 x 11 (AN D sheats)

Ceds:

Imape kst Comecon

Image list

Fig. 7-58 Confirmation of the capture images and the selection method of images to use for distorted correction

Capture images from a list can be displayed by clicking [Image list] and the image can be enlarged by
double-clicking the image. Selecting a check box means the image will be used for distortion correction.
The processing time for the correction can be shortened by clearing the check boxes and reducing the
image number of images to be used for distortion correction.
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Checkerboard capture image list

Please select the image ID to be used for the distortion correction.

Image list:

LB N ] aER aER aER aER

" do: 1 " Fdo: 2 " [V]aD: 3 " [V1AD: 4 " [7aD: 5
‘I‘ ‘Il ‘Il ‘l‘ ‘I‘

-

L B[

1

Checked: The image is used for distortion correction
Unchecked: The image is not used for distortion correction

m: 16 1 10 15 T 19 (i
CJ1: 21 CJ1: 22 [J1D: 23 [CJ1D: 24 Cp: 25
oK Cancel

Fig. 7-59 Image list
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Implementation of distortion correction

Implement distortion correction by clicking [Correction]. When the implementation is completed, the
evaluation value of distortion correction will be displayed. Determine the completion of distortion correction
for the camera lens based on the evaluation value. In addition, because the capture images before and

after the correction can be displayed upon completing the distortion correction, the effect of the distortion
correction can be confirmed from the image after the correction.

=

Previous correction After correction

i
Inkial Camera Lens Projector Ditorbon corection 7 XY  Robot
Distortion comedction
Checkerboard: Edt Camera mode:  |Live *
Veitical Hosizonta Irrage 1D: B = | Lsed
Ceds: B x 11 (Al 0 sheats)
1 cek: 240 [mm] st CoeTaction

—

; Correction |‘ 1
< Back Mt

Fig. 7-60 Implementation method of distortion correction

< @ $lmplementation of distortion correctionO € <&

* When the evaluation value of distortion correction is low, increase the number of images used.
Photograph the installed checkerboard from various angles (camera optical axes) (refer to Fig. 7-55).
In addition, the target evaluation value of distortion correction should be 90 or more.

* When a failure occurs in corner detection during correction, do not use the target image for correction,
or photograph it once again.

When the distortion correction is completed, go to Z Calibration by clicking [Next].
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7.11.6. Z calibration
In the Z calibration, perform calibration of the camera head in the lens vertical direction. Use the Z
calibration plate (2F-3DVS2-Z-S/M/L) placed in the camera settings.

WR MELFA-3D Vision - 1: 2F-3DVS2-UNIT [2. Calibration - CALIB1] - O x
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< >

Presetting
Camera Robot calbration Job = Back Next >

Fig. 7-61 calibration (Z calibration)

Entering the distance to the measurement stand and the height of the Z calibration plate

Camera front end flange surface
— ——  *Should be installed in parallel to
measurement stand.

(x0.5 [deg.] or less)

Distance to measurement stand
(1 [mm] or less)

Measurement stand
Tl /

/

Z calibration jig (plate) height

Fig. 7-62 Z calibration parameter description

Enter the distance from the camera head lens mounting base (camera front end flange surface) to the
measurement stand in the "Distance to measurement stand" field, and enter the Z calibration plate height
Note 1in the "Block height" field. Inaccuracy will affect the accuracy of the system when being used. Enter the
values within the margin of +1 [mm] or less. Regarding the flange face at the anterior end of the camera,
refer to Fig. 3-14.

Note 1: The height of the plate is targeted at the upper limit height degree where usage (measurement) is
expected. However, because the measurement accuracy deteriorates when it is out of focus, the
plate height needs to be adjusted within the range in focus.
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< @ OCamera head posture when performing Z calibration< 4 <

When using the hand eye, move the robot so that the camera front end flange surface is parallel (0.5
[deg.] or less) to the measurement stand. And when using the fixed camera, ensure that the camera
head attachment posture is parallel to the measurement stand in the same manner. Perform adjustment
using a digital spirit level. Not doing so will affect the measurement accuracy when the system is used.

Performing Z calibration

Click the [Run] button to perform the Z calibration. The pattern image and the range image are displayed on
the image monitor. By performing the Z calibration, the red circle next to "Z:" in the setting/operation field
changes to a green circle. An example of successful Z calibration is shown in Fig.

No vertical black lines on
No red areas on the ) i the Z calibration block
parameter image
striped pattern
No vertical white lines on
the measurement stand
v

Pattern Image Range Image hod

Initial Camera Lens Projector £ XY Robot
Z-Calibration

Distance to Stand: 500.00 | [mm]
Plate Height: 50.00 | [mm]

Presetting
-» < Back | | Mext >

Fig. 7-63 Successful example of Z calibration

Check the following if the displayed image is not as shown in Fig. 7-63.

Table 7-9: Check items when Z calibration unsuccessful

No. Check item Remedy
1 Are the values entered for the distance to the Ensure that the actual values are the same as
measurement stand and the plate height the entered values.
correct?
2 Is there any ambient light Note 1?2 Block any ambient light.
3 Is the glossy surface of the Z calibration plate Use with the matte surface facing up.
facing up?
4 Are there any red areas on the pattern image If so, return to "7.11.3 Lens settings" or "7.11.4
striped pattern? Projector settings" and readjust the focus and
aperture again.
5 Are there any vertical black lines on the Z If so, return to "7.11.3 Lens settings" or "7.11.4
calibration plate in the range image No© 2? Projector settings" and readjust the focus and
aperture again to ensure that there are no red
areas on the parameter image striped pattern.

Note 1: General lighting (fluorescent light, etc.) is also ambient lighting.

Note 2: Vertical black lines show the area for which distance could not be recognized. If vertical lines are
present at the edge and they lie outside the area used for actual measurement, readjustment is not
necessary.

When the Z calibration is completed, click the [Next] button to proceed to the XY calibration.
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7.11.7. XY calibration

In the XY calibration, use an XY calibration plate (2F-3DVS2-XY, 2F-3DVS2-XYR-M/L), raised using a
raising block (2F-3DVS2-STAND), and perform calibration of the camera head in the lens horizontal
direction.

#% MELFA-3D Vision - 1: 2F-3DVS2-UNIT [2 Calibration - CALIB1] - O X
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Set up
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Maintenance
Backup
Restore
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Status:
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Calibration Result v
Name CameraID RobotID Pr|
Initiall Camera Lens Projector Z XY Robot
XY-Calibration
Distance to Stand: [mm] Live
piate Size: 60.00 | [rnmi]
Plate Height: 25.00 | [mm] Run
< >

Presetting D n .
= < Back Next >

Fig. 7-64 calibration (XY calibration)

Camera Robot calbration Job

O @ OXY calibration plate € <

» 2F-3DVS2-XY is different on each side. Use with the matte surface facing up. If the glossy surface
(indicating the model name) is used, the measurement test and the XY calibration may fail.

» 2F-3DVS2-XYR-M/L also serves as the robot calibration plate. Use with the plain surface facing up. If
the robot calibration surface is used, the XY calibration may fail.

* There are two sizes of robot calibration plate (2F-3DVS2-XYR-M/L). Use the larger plate as far as the
plate fits within the green frame displayed on the image monitor.

Entering the size and height of plate

The value entered for Z calibration will still remain as the distance to the measurement stand. There is no
need to change it. For the plate size, enter the length of the square side of the XY calibration plate viewed
from above.

For the plate height, enter the height of the raised XY calibration plate. Raise the plate to the height
corresponding to the half of the height to which the Z calibration plate is raised.
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Positioning the XY calibration plate in the camera head measurable range

Click the [Live] button to open the live image screen, then click the [irradiation] button, and locate a plate for
XY Calibration within the pattern irradiation area. When doing so, place the square XY calibration plate in a
slanted position as shown in Fig. 7-65.

B2 Live . . | a X
| Irradiation — _]
Plate for XY calibration
¥
Result ¥
Initial Camera Lens Projector Z XY Robot
XY-Calibration
Distance to Stand: [mm] Live
Raising block P st ol
Plate Height: [mm] Run .
Live
Example of piling up the plate Display screen for RT ToolBox3

Fig. 7-65 Location of the plate for XY Calibration

Performing XY calibration

Close the live image screen and click the [Close] button to perform the XY calibration. When it is completed,
the recognition result is displayed on the image monitor. Furthermore, by performing the XY calibration, the
red circle next to "XY:" in the setting/operation field changes to a green circle. An example of successful XY
calibration is shown in Fig. 7-66Fig. .

The measurement

stand is pink. E——

The area inside

__—the XY calibration
/ jig is white.

| Ared frame is fit
around the
outside of the XY
calibration jig.

14

Result

Initial Camera Lens Projector Z XY Robot
XY-Calibration

Distance to Stand: 500.00 | [mm] Live
Plate Size: 60.00 | [mm]
Plate Height: [mm] Run

Presetting N Robot 3
-»» 4 <Back| |Next>

Fig. 7-66 Successful example of XY Calibration
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Right-clicking the indicated image after the implementation of XY Calibration displays the average of the Z
value centering on the position. The displayed value is the average (11x11 domain) of the measurement Z
value centering on the clicked position.

MELFA-3D Vision *

o 25.45[mm]
Result
Inital Camera Lens Projector Z XY Robot
X¥-Calbration
Distance to Stand: 500.00 | [mm] Live
Plate Size: 60.00 | [mm]

Plate Height: [mm]

< Back Next >

Fig. 7-67 Accuracy validation for calibration Z (display of the average Z value)

Check the following if the displayed image is not as shown in Fig. 7-66.
Table 7-10: Check items when XY calibration unsuccessful

No. Check item Remedy

1 Are the values entered for the distance to the Ensure that the actual values are the same as
measurement stand, the plate size, and the the entered values.
plate height correct?

2 Is there any ambient light Note 1?2 Block any ambient light.

3 Is the glossy surface of the XY calibration plate | Use with the matte surface facing up.
facing up?

3 Are there any blue areas inside the XY The brightness may be insufficient. Adjust the
calibration plate at the image monitor Note 2? camera aperture.

4 Are there any vertical pink lines inside the XY Z calibration may have been unsuccessful.
calibration plate at the image monitor Note 3? Perform Z calibration again.

Note 1: General lighting (fluorescent light, etc.) is also ambient lighting.
Note 2: Sample images are shown below.
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Note 3: A sample image is shown below.

When the XY calibration is completed, click the [Next] button to proceed to robot calibration.
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7.11.8. Robot calibration

A robot calibration is the operation for calculating the positional relationship between the robot and the
camera. This operation varies depending on the robot type and camera set-ups (ex. hand eye / fixed
camera). In addition, there are two different types of calibration methods. The first one for vertical 6-axis
robot is a non-contact type method which recognizes a target mark at different robot poses. The second
one for vertical 6-axis robot and horizontal 4-axis robot is a contact type method.

#.’TE MELFA-2D Vision - 1: 2F-3DVS2-UNIT [2. Calibration - CALIBT] — O X
MELEA-3D Visicn Help

[

Set up

1. Connect Setup
11 Camera

1-2 Robot

2. Calibration

2-1 New

2-2 Edit

3. Job

3-2 Edit

3-3 Run

Monitor -
Measuring/Recognition Result

Maintenance
Backup
Restore

@®

Back to Top

Status: Connected

Mode: | Calibration ~

Calibration

I

Calibration Posture: 1

Mame Camera ID RobotID Pr — -
Initiel Camera Lens Projector Z XY Robot

Robot-Calibration (Noncontact Type)
Camera Mode: Live . Marker Recoanition:

Calibration Posture: ; B EEEE .notcomp\ied
EEEEEEER B success

Irradiation: Start B feied

Presetting o
m < Back Hext >

Fig. 7-68 calibration (Robot calibration)

< >

Camera Robot Calbration Job

Table 7-11: Types of robot calibration

Type Hand eye | Fixed camera Features - Restriction

Non-contact OK OK (1) Hand eye/Fixed camera is available

(2) Teaching position errors have small influences to the
calibration parameters.

3) Used for Vertical 6-axis robot only

Contact NG OK 1) Fixed camera is only available

2) Teaching position errors have big influences to the
calibration parameters.

(3) Used for both Vertical 6-axis robot and Horizontal 4-axis
robot

(4) Needed free space is small

(
(4) Needed free space is big
(
(

The robot calibration plate (2F-3DVS2-XYR-M/L) is used in different ways for robot calibrations with the
hand eye and with the fixed camera when non-contact type method is used. The mark and camera
positional relationship is changed based on the robot movement. Therefore, the robot calibration plate is
fixed for the hand eye, and attached to the hand for the fixed camera. The robot calibration plates which are
printed patterns (appendix 11.4) Not¢ ' can be used.

Please note that robot calibration uses the robot calibration program (JRCA.prg) (see 11.3) contained in the
CD-ROM provided. Please write the program to the robot controller beforehand.
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< 4 ORobot calibration plate O € &

2F-3DVS2-XYR-M/L also serves as the XY calibration plate. Use the plate with the surface with a pattern
shown in the following figure facing up. Pay attention not to use the plate with the plain surface facing up.
Not doing so will cause a failure of the robot calibration.

O @ O Settings of the base or the toolO €O
Changing the base settings or the tool settings from the default values will not affect the robot calibration.

In the contact type method, you can use the calibration sheet (appendix 11.5 N°¢ 1), This method calculates
the correspondence between the robot coordinate and the camera coordinate. This method recognizes five
mark positions at the first and it gets each position of marks using the robot operation. For this operation, a
tip part attached on the hand is needed for pointing the center of each mark. And also tool setting of the tip
point is needed. If there is such a tip part in the hand, you can use it. If there is not, you have to prepare

such a tip part in advance.

Plate for robot
calibration

Non-contact type

Hand eye Fixed camera

Contact type

Camera head

Plate for robot calibration

not available for
the hand eye. !

Fig. 7-69 Hand eye and fixed camera

Note 1: A calibration plate / sheet is stored in "Doc\ENG\3DVS-Calibration_Marker _ENG\Targetmarker.pdf"
in the CD-ROM.
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7.11.8.1. Hand eye (Non-contact type)

Teaching the calibration postures (8 points)

Operate the robot to check that a wide movement range can be secured for calibration without interfering
with the surrounding environment. Determine the place to set a robot calibration plate
(2F-3DVS2-XYR-M/L) on the measurement stand.

Optical axis
“Plate height” specified for \

Z calibration | Distance to measurement stand

Camera front end flange

Set the robot calibration plate to a height
almost corresponding to the half of this Y -

range. =

— Robot calibration plate

Fig. 7-70 Distance to robot calibration plate

Set the camera mode to the live image, and then select (1) from the calibration postures (see Fig. 7-71).
Jog the robot to achieve the positional relationship shown as the calibration posture (1) in

Fig. 7-73. Set the distance between the robot calibration plate and the camera head to a height almost

corresponding to the half of the "plate height" to which the Z calibration plate is raised N°¢ ', Furthermore,

keep a perpendicular angle between the camera optical axis and the robot calibration plate. When the

following conditions are satisfied, the alignment can be easily done by a hand alignment operation.

- The measurement stand is parallel to the robot installation surface.

- The camera coordinate system XY plane is parallel to either of the robot tool coordinate system XY plane,
YZ plane, or ZX plane.

Using the teaching guide displayed on the image monitor as reference, align the center of the robot
calibration plate to be placed inside a red frame N°© 2 which indicates the search area (see Fig. 7-71). The
plate is not necessarily placed to be aligned with the center or the black and white pattern of the teaching
guide.

Note 1: To ensure the best focus
Note 2: The center of the robot calibration plate is searched for inside the set area.
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Positional relationship
between camera and
calibration block

l| Teaching guide
For robot
calibration "

Calibration Posture: 1 >

Intial Camera Lens Projector Z Xy  Robot
Robot-Calibration (Noncantact Type)

Camera Mode: Live ~ Marker Recognition:
Calibration Posture: E 23z [s][e][Z][e [l ot complied

(111111 W success

Irradiation: Start A falled

Presetting Dn Robot
. / : » < Back

Fig. 7-71 Robot calibration

o
"

Click the pattern irradiation [Start] button in the setting/operation field to perform pattern irradiation, and
ensure that the entire area inside the red frame falls within the pattern irradiation range. If not, click inside
the image monitor and move the red frame to be included within the pattern irradiation range. When doing
so, move the frame horizontally at a position as close to the teaching guide as possible. When it is
necessary to also move the robot calibration plate, move the plate horizontally so that the center of the
robot calibration plate comes on the red line on the image monitor.

Please note that this check is only required for the calibration postures (1) and (2).

Fig. 7-72 Adjustment of the search range

Teach the adjusted position in the variable PG_CLB(1) in the calibration program "JRCA.prg" (contained in
the CD-ROM provided).

Repeat the same operation as above for the calibration postures (2) to (8), and perform teaching in the
variables PG_CLB(2) to (8) in the calibration program "JRCA.prg". For the calibration postures (7) and (8),
however, it is necessary to tilt the camera optical axis against the robot calibration plate as shown in

Fig. 7-73.
Do not change the height of the camera lens and the robot calibration plate for teaching of the calibration

postures (2) to (6) from the height used for the posture (1). For the calibration postures (7) and (8), ensure
that the height of the robot calibration plate is kept within the range shown in Fig. 7-70.

Calibration 7-89



7 USING MELFA-3D VISION

i

(1) to (5): Move in the XY-axis directio
components.

(6): Rotate 90° on the lens center and align with the teaching guide.

(7), (8): After moving to (5), move the A-axis +20°, and then move the XY-axis to align it with the teaching
guide.
When doing so, check the inclination while keeping an eye on the A-axis value in the orthogonal jog
screen.
The B-axis may be rotated instead of the A-axis.

n and align with the teaching guide. Do not change the A, B, or C

Fig. 7-73 Examples of robot movement when performing calibration

< @ OCalibration posture teaching method O € &

* For teaching of the calibration postures (2) to (6), do not change the height of the camera lens and
robot calibration plate for the position taught at the posture (1). For the calibration postures (7) and (8),
ensure that the height of the robot calibration plate is kept within the range shown in Fig. 7-70.

* When teaching the calibration postures (2) to (8), it is easy to align the calibration jig with the teaching
guide by jog operation after moving to the position of the taught calibration posture (1).

* With the calibration postures (7) and (8), tilt the robot by approximately 20° if there is sufficient space

within the movement range. Tilt by approximately 15°, however, the robot movement range is
insufficient.

Running calibration program "JRCA.prg"
Execute program "JRCA.prg" by the following procedure.

Table 7-12 Robot calibration program execution procedure

No. Execution procedure

1 Lower the speed OVRD to 10% or lower.

2 Perform the joint jogging of the taught calibration postures (1) to (8) sequentially in the
position edit screen of the teaching pendant and ensure that there is no interference with the
surroundings.

3 Hold the teaching pendant and keep your finger over the stop button to ensure that robot
movement can be stopped at any time, and then start automatic operation of the calibration
program "JRCA.prg" by the robot controller.

When the program is started, the robot moves through the eight postures sequentially while performing block
recognition. If robot calibration plate mark recognition is successful at each posture, a © mark appears below each
calibration posture No. on the screen. The screen shown in Fig. 7-74 appears when the results for all eight
postures are successful. The robot calibration can be completed depending on the displayed score.
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Table 7-13: Required score for each recognition method

Recognition method

Required score

Model-less recognition

990 points or higher

Model matching recognition

995 points or higher

| MELFA RT ToolBox 3

Score: 1000

o Robot-Cabbration has been completed,

Please adjust, so that the score is following values.
- Moded-hess: 990 ard aver
Model-matching; #35 and over

When adjusting. pleasa check the following itéms.
- The calibraticn plate hE";l"'l[ i

The maker recognition results
- The cnigin setting of robot

oK

Fig. 7-74 Robot calibration score

If the robot calibration fails, check the following and perform robot calibration again.

Table 7-14: Check items when XY calibration unsuccessful

No. Check item Remedy

1 Is there any ambient light Note 1? Block any ambient light.

2 When teaching the calibration posture, is the Jog the robot to the range position shown in Fig.
robot calibration plate at the range position 7-70.
shown in Fig. 7-70Fig. 7-70 ?

3 When teaching the calibration posture, was the | If the height of the camera lens or the robot
height of the camera lens or the robot calibration plate is changed, reteach the
calibration plate for postures (1) to (6) calibration posture.
changed?

4 Was an adjustment made to ensure that the Adjust to ensure that the pattern irradiation
pattern irradiation entered the red frame in the | enters the red frame in the search area as
search area as shown in Fig. 7-72. shown in Fig. 7-72.

5 Is the robot calibration plate shining due to Change the calibration posture to a position with
specular reflection? no specular reflection.

6 Is the recognition result image distorted? Perform the lens distortion correction.

Refer to 7.11.5 Distortion correction".

7 Is the robot origin setting correct? Set the origin again.

* Refer to the instruction manual, "Robot Arm
Setup & Maintenance".

Note 1: Standard lighting (fluorescent light, etc.) is also ambient lighting.

If an L3142, L8610, or L8632 error occurs when executing the calibration program, refer to No. 4 to 6 in
10.5 Q&A.

<O @ $lf calibration fails & €&
Angles are handled in radians in the program. If parameter "PRGMDEG" is "1", measurement will not be
successful.

Proceed to the job creation when the robot calibration is completed.
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7.11.8.2. Fixed camera (Non-contact type)
For the robot calibration for the fixed camera, attach the robot calibration plate (2F-3DVS2-XYR-M/L) to the
hand.

Positioning the plate
___— ata position away
from the hand
prevents camera
head irradiation being
blocked by the robot.

Plate holding jig
* Prepared by
customer

Robot calibration plate

Fig. 7-75 Calibration plate attachment examples

< @ ORobot calibration plate attachment position O € <&
If the robot is not equipped with a hand, make sure to attach the robot calibration plate to the mechanical
interface position or ahead.

Teaching the calibration postures (8 points)
Attach the robot calibration plate to the robot hand.

Optical axis
"Plate height" specified \

for Z calibration | Distance to measurement stand

Camera front end flange surface

— — Robot calibration plate
Ensure that the robot calibration plate g;—.—

comes near the center of this range. . {

A

Fig. 7-76 Distance to robot calibration plate

Set the camera mode to the live image, and then select (1) from the calibration postures. Jog the robot to
achieve the positional relationship shown as the calibration posture (1) in Fig. 7-78. Set the distance
between the robot calibration plate and the camera head to a height almost corresponding to the half of the
"plate height" to which the Z calibration plate is raised N°¢ . Furthermore, keep a perpendicular angle
between the camera optical axis and the robot calibration plate. When the following conditions are satisfied,
the alignment can be easily done by a hand alignment operation.

- The robot installation surface is parallel to the camera coordinate system XY plane.

- The robot calibration plate is parallel to either of the robot tool coordinate system XY plane, YZ plane, or

ZX plane.

Using the teaching guide displayed on the image monitor as reference, align the center of the robot
calibration plate to be placed inside a red frame N°¢ 2, which indicates the search area (see Fig. 7-77). The
plate is not necessarily placed to be aligned with the center or the black and white pattern of the teaching
guide.

Note 1: To ensure the best focus
Note 2: The center of the robot calibration plate is searched for inside the set area.
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)
A

For robot
calibration

Positional relationship
between camera and
calibration block

Teaching guide

Calbration Posture: 1

4

Initial Camera Lens Projector Z XY Robot
Robot-Calibration (Noncontact Type)
Camera Mode: Live - ~ Marker Recognition:

Calibration Posture: 2|[zl[z]s][el[Z][= [ not complied
EEEEEEEN I success
Irradiation: Start A failed

Fig. 7-77 Robot calibration

Click the pattern irradiation [Start] button in the setting/operation field to perform pattern irradiation, and
ensure that the entire area inside the red frame falls within the pattern irradiation range. If not, click inside
the image monitor and move the red frame to be included within the pattern irradiation range. When doing
s0, move the frame horizontally at a position as close to the teaching guide as possible. When it is
necessary to also move the robot calibration plate, move the plate horizontally so that the center of the
robot calibration plate comes on the red line on the image monitor.

Please note that this check is only required for the calibration postures (1) and (2).

Fig. 7-78 Adjustment of the search range

Teach the position in the variable PG_CLB(1) in the calibration program "JRCA.prg" (contained in CD-ROM
provided).

Repeat the same operation as above for the calibration postures (2) to (8), and perform teaching in the
variables PG_CLB(2) to (8) in the calibration program "JRCA.prg". For the calibration postures (7) and (8),
however, it is necessary to tilt the robot calibration plate against the camera optical axis.

Do not change the height of the camera lens and the robot calibration plate for teaching of the calibration
postures (2) to (6) from the height used for the posture (1). For the calibration postures (7) and (8), ensure
that the height of the robot calibration plate is kept within the range shown inFig. 7-76.
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(1) | ‘ (2)

(1) to (5): Move the XY-axis and align with the teaching guide. Do not change the A, B, or C components.
(6): Rotate 90° on the calibration mark center and align with the teaching guide.
(7), (8): After moving the B-axis £20°, move the XY-axis to align it with the teaching guide.

When doing so, check the inclination while keeping an eye on the B-axis value in the orthogonal jog

screen.
The A-axis may be rotated instead of the B-axis.

Fig. 7-79 Examples of robot movement when performing calibration

< @ OCalibration posture teaching method <& € <&

* For teaching of the calibration postures (2) to (6), do not change the Z component for the position
taught at the posture (1). For the calibration postures (7) and (8), ensure that the height of the robot
calibration plate is kept within the range shown in Fig. 7-76.

* When teaching the calibration postures (2) to (8), it is easy to align the calibration jig with the teaching
guide by jog operation after moving to the position of the taught calibration posture (1).

* With the calibration postures (7) and (8), tilt the robot by approximately 20°, if there is sufficient space
within the movement range. Tilt by approximately 15°, however, if the robot movement range is
insufficient.

Running calibration program "JRCA.prg"
Execute program "JRCA.prg" by the following procedure.

Table 7-15 Robot calibration program execution procedure

No. Execution procedure

1 Lower the speed OVRD to 10% or lower.

Perform the joint jogging of the taught calibration postures (1) to (8) sequentially in the
position edit screen of the teaching pendant and ensure that there is no interference with the
surroundings.

3 Hold the teaching pendant and keep your finger over the stop button to ensure that robot
movement can be stopped at any time, and start automatic operation of the calibration
program "JRCA.prg" by the robot controller.
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When the program is started, the robot moves through the eight postures sequentially while performing
block recognition. If robot calibration plate mark recognition is successful at each posture, a © mark
appears below each calibration posture No. on the screen. Screen Fig. 7-80 appears when the results for all
eight postures are successful. The robot calibration can be completed depending on the displayed score.

Table 7-16: Required score for each recognition method

Recognition method

Required score

Model-less recognition

990 points or higher

Model matching recognition

995 points or higher

MELFA RT ToolBox3

Score: 1000

- Model-less: 990 and over

Robot-Calibration has been completed.

Please adjust, so that the score is following values.
- Model-matching: 995 and over

When adjusting, please check the following items.
- The calibration plate height/size

- The maker recegnition results

- The eorigin setting of robot

Fig. 7-80 Robot calibration score

If the robot calibration fails, check the following.

Table 7-17: Check items when XY calibration unsuccessful

No. Check item Remedy

1 Is there any ambient light Note 1?2 Block any ambient light.

2 When teaching the calibration posture, is the Jog the robot to the range position shown in Fig.
robot calibration plate at the range position 7-70.
shown in Fig. 7-70.

3 When teaching the calibration posture, was the | If the height of the camera lens or the robot
height of the camera lens or the robot calibration plate is changed, reteach the
calibration plate for postures (1) to (6) calibration posture.
changed?

4 Was an adjustment made to ensure that the Adjust to ensure that the pattern irradiation
pattern irradiation entered the red frame in the | enters the red frame in the search area as
search area as shown in Fig. 7-72 ? shown in Fig. 7-72.

5 Is the robot calibration plate shining due to Change the calibration posture to a position with
specular reflection? no specular reflection.

6 Is the robot origin setting correct? Set the origin again.

* Refer to the instruction manual, "Robot Setup
& Maintenance" in the instruction manual.

Note 1: Standard lighting (fluorescent light, etc.) is also ambient lighting.

If an L3142, L8610, or L8632 error occurs when executing the calibration program, refer to Nos. 4 to 6 in
10.5 Q&A.

< @ $lf calibration failsC € <&
Angles are handled in radians in the program. If parameter "PRGMDEG" is "1", measurement will not be
successful.
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7.11.8.3. Fixed camera (Contact type)

The contact type method using fixed camera calculates he correspondence between the robot coordinate
and the camera coordinate, by pointing the target marks which are recognized in the image plane. The tool

setting operation for the tip parts to point the target marks is needed.

Tool point setting operation

Next robot program will help you to calculating the tool point setting parameters. For this operation, you
should prepare fixed tip parts around the robot hand. After loading this program to the robot, you can run

this program step according to the comments and get the parameters.

Tool P_NTool

'Set the tool downward, move to the 1st position N
PO=P_Fbc .
P91=P0*(+0.00,+0.00,+0.00,+0.00,+0.00,+90.00) AN
Mvs P91 .
'Rotate 90 degrees (the hand moves to shifted position) s
PTL=P_Zero \\\4

'Shift the hand according to XY-axis just above ~. AN
\\\ ‘\
A Y
\\ \\
~ AN
\\ N

'the fixed tip parts
P90=P_Fbc Fixed tip parts
PT=Inv(P90)*P0O
PTL.X=(PT.X+PT.Y)/2 N
PTL.Y=(-PT.X+PT.Y)/2
'Measuring the length between flange and hand tip part and set it

'as next parameter. _______oo---=---mTTTTTTTT ~A
PTLZ=150 4---------""""7"°"7""7"
Tool PTL
'Check whether does the hand tip part rotates just around C-axis.
HIt
End

Teach 5 calibration poses

The contact-type robot calibration for the fixed camera please put five marks or calibration sheet, in the field
of view of the camera. In that time, please be placed so that the mark is within the red frame in the robot
calibration screen. When you click the "mark recognition" button, center positions of each mark will be
detected.

=)

Inital Camera lens Projector Z Xy  Robat Initial Camera Lens Projector Z Xy  Robat

Robot-Calibration (Contact Type) Robot-Calibration (Contact Type)
Marker Position

L]
I

Recognition Result Recognition Result

- Marker Position .
Camera Mode: | Live v | Teach: Marker Status: Camera Mode: | Live B | T Marker Status:

y [ ton-teaching : [ Non-teaching
Irradiation: Start 121245 Irradiation: Start 121245
- EEEEE 0 Teachng = EEEEE 0 Teachng
Marker Recognition Marker Recognition
- Coordinate Let... Run - Coordinate Let... Run
Presetti N Robot ¥ Prestti N Robot ¥

Fig. 7-81 Marker recognition
< €< When the mark is not within the red frame < €<
Click the red frame to move so that the center of the mark is within the red frame (Refer to Fig. 7-81).
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Recognition Resuft

¥ Recognition Result ¥

Initial Camera Lens Projector Z XY Robot Tnital Camera Lens Projector Z XY Robot
Robot-Calibration (Contact Type) Robot-Calibration (Contact Type)

T Marker Position o T Marker Position .
Camera Mode: |Lve B | Yo Marker Status: Camera Mods: [ Lve - i Marker Status:

[ non-teaching [ ton-teaching
Irradiation: Start 1l[z]zl[&]= B ccing Trradiation: start 1|2z [4]E B i
Marker Recognition Marker Recognition
Coordinate List... Run cordinate List... Run
» 7

; . Presetti >
< Back | |Mext>

Fig. 7-82 Marker recognition (when the mark is not within the red frame)

| < Back | |Hext>

After recognizing mark positions in image plane, to obtain robot positions by clicking the corresponding

buttons with contacting each mark by the tip of the robot. After successful acquisition of each mark, each
indicator will be changed to the "taught" position.

Position teaching by clicking
corresponding buttons

Contact each
mark by the tip
of the robot

Mark osition Marker Status:
... Mon-teaching
Teaching

Coordmate LEt Run

Fig. 7-83 Teaching operations at robot calibration
< @ OWhen a communication error with the robot occurs O €<

The robot calibration will proceed with the communication with the robot, please complete the
communication settings of the robot in advance.

Please repeat this operation to each mark.

1) 3) 4) 5)
] /\\

Fig. 7-84 Robot operation examples at robot calibrations

After teaching of all mark positions, the “Done” button will be ready. By clicking this button, the calibration
parameters will be calculated.
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Marker Position Marker Status:

Teach: -
—_ Mon-teaching
[ Coordinate List... | | Run |

MELFA RT ToolBox3

Robot-Calibration has been completed.
Score: 1000

Please adjust, so that the score is following values.
- Model-less: 990 and over
- Model-matching: 995 and over

When adjusting, please check the following items.
- The calibration plate height/size

- The maker recegnition results

- The origin setting of robot

Fig. 7-85 Calculation of the robot calibration

Please finish the operation of robot calibration by judging displayed score.

Table 7-18 Required score for each recognition method

Recognition method

Required score

Model-less recognition

990 points or higher

Model matching recognition

995 points or higher

When the robot calibration is failed, please check the following items.

Table 7-19 Check items when the robot calibration is failed

No. Check items Action
1 Is there disturbing light Note 1? Please shut off the disturbing light.
2 Are the marks of robot calibration sheet Please check mark center is being recognized
recognized correctly? correctly. When there is a positional error of the
mark, please display a live image and try again
to recognize the mark. Also, please teach again
the robot position with touching marks.
3 Please check calibration sheet or not moving in | If the calibration sheet had moved, please
accordance with the operation to go pointing repeat the series of operations.
the robot tip end.
4 Please open the "Recognized mark position Please try again the robot calibration after
list", and make sure whether the position of the | eliminating reasons of the problem.
robot is being obtained correcily.
Marker Recognition Position List =] Ex.
sensor Coordnate: Fobot Coordnate: - Mis-setting of tool parameters
g g e - Getting robot position data from different
2 ow 1 me 3w e 107 robot
5 Please check the origin position data of the Please set again the origin position data of the
robot robot
* Please refer the setup manual of the robot

Note 1: Ambient light (ex. room illumination) is a kind of the disturbing light.
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7.11.9. Editing and deleting the calibration data

Editing existing calibration data

For editing the existing calibration data, by clicking [Startup] - [2. Calibration] - [2-2 Edit Data] in the
guidance menu, a Calibration data selection screen appears. Select the calibration data to be edited and
click the [Select] button.

Select Calibration Data 5]
Calibration Data List:
Mame Camera ID Robot ID ProgressZ Progress-XY Progress-Robot Camera Set Type Camera /
CALIB1 1 1 - - - Fixed 0 [des
4 L1} L
[ Select ] ’ Cancel

Fig. 7-86 Selection of calibration data

Changing the calibration data name

For changing the calibration data name, select the Calibration tab in the Properties window, right-click the
applicable calibration data name to display the context menu, and then click [Rename] in the context menu
to change the name.

Calibration

Mame CameralD RobotID Progress-Z
CALIB1
New v
Edit
Cloze
Copy
Paste Rename @
Delete Mew name:
SEEEEEEEEEEEEEEEEEEE a4
f Rename | >
- : [ Rename ][ Cancel ]
4 UL F

| Camera I Rnb0t| talibration |J|:rb |

Fig. 7-87 Changing the calibration data name

Deleting calibration data

For deleting the calibration data, click [Delete] in the context menu. However, calibration data that is being
edited cannot be deleted. To close the Edit screen, click [MELFA-3D Vision] - [Close calibration data] on the
menu bar.
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7.12. Measurement and Recognition Settings

Register the measurement and recognition conditions in the job.
By clicking [Startup] - [3. Measurement/recognition] - [3-1 Create job] in the guidance menu of the
MELFA-3D Vision setting screen, a Measurement/recognition screen appears.

Guidance menu

1-1 Camera

1-2 Robot

2. Calibration

2-1 New 3-1 New
3. Job [

3-1 New
3-2 Edit

3-3 Run

Manitar
Measuring/Recognition Result

Maintenance
Backup

Restore

Fig. 7-88 Measurement/recognition

< @ OCreating new jobs<O €&
New jobs can be created by selecting from the context menu that appears when right-clicking the "Job"
tab in the Properties window.
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7.12.1. Selecting the workspace ID and the calibration data

To perform measurement and recognition, select the ID of the workspace to be used and the calibration
data. The workspace is an area to temporarily retain the captured images and range images obtained when
performing measurement and the results and recognition images obtained when performing recognition.
Please note that the setting for the workspace ID selected here is not saved to the job. The selected
workspace is used only when the [Measure] button is clicked in this screen.

Working AreaID: [ 1 - Live
Calbration Data:  CALIB1 Selact... Run selected Job
Measuring Recognition
1. Distance to Stand: 300.00 [mm]  Method:  [(no selection) -
2. Depth of Measurement: 45.00 [mm]
3. Exposure time: 3.00 [msec]

Save image:

Mot capture Measure Recognize

H

Result: Display List

Fig. 7-89 Measurement/recognition settings

7.12.2. Measurement settings
Input the distance to the measurement stand, measurement depth and exposure time.
Enter the following values.

Table 7-20: Measurement parameters

ltem Description Remarks
Distance to Stand | Distance from the camera lens mounting If misrecognition occurs by measuring the
base (camera front end flange surface) to the | measurement stand or the bottom of the
measurement stand supply box, shorten the distance within the

range in which workpiece measurement is
possible to ensure that the measurement
stand is not measured. (Particularly with
suction hands)

Depth of Target range of measurement based on the | Determine the depth from the estimated
Measurement position specified at "Distance to workpiece stacking height. It is necessary
measurement stand" that the height from the measurement

stand be less than the plate height
specified for performing Z calibration.

Exposure time Camera exposure time (time interval that a
sensor is exposed to light, shutter speed)

If misrecognition occurs by
D:Q measuring the measurement

_ stand or the bottom of the
Camera head supply box, shorten the
distance within the range in
which workpiece

1. Distance to | measurement is possible.

1
1
1
1
1
1
1
1
Parts supply box ! This is the range for
\ VvV / measurement in the Z-axis
----- “A- direction.
Measurement stand ,i 2. Deapth of

Stand
__
7 Measurement

Fig. 7-90 Distance to measurement stand and measurement depth
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< @ $OParts supply box O €&

L] o [—]

If the parts supply bex has an imegular bottom surface as shown in the drawing in the middle
above, the robot may grip the bottom surface. If the bottom surface is inclined as shown in the
drawing on the right, the function to detect the remaining workpieces will not work properly.
Consequently, check that the parts supply box has a flat even bottom surface.

Select the "Save measurement data" and "Do not capture" check boxes if required.

Select the following check boxes if required. Please note that the settings selected with these check boxes
are enabled only when the [Measure] button is clicked. Since they are not enabled by executing the job,

caution is advised.

Table 7-21 Measurement options

Item Description

Remarks

Save measurement
data

By selecting this check box and setting the save
destination, captured images (23) and range images
obtained when performing measurement are saved.

By selecting this check
box, the save destination
and [Browse] button
appear.

Do not capture By selecting this check box, no images are captured,
range images are calculated from captured images
temporarily saved to the specified workspace, and the

calculated images appear in the measurement results.

Used to obtain range
imaged under different
conditions for the same
measurement images.

Working Area ID: | 1

-

Calibration Data: CALIB1

Select...

Live

Run selected Job

Measuring Recognition

1. Distance to Stand: 300.00 [mm] Method: |(nn selection) -
2. Depth of Measurement: 45.00 [mm] By selecting the "Save
A 5.00 measurement data" check box,

.IIIIIIIIIIIIILHJSEC/
/| Save image: = |C:...¥Data Browse... |a
LA R R NN ]

[Browse] button appear.

the save destination and

| Not capture

Measure

Result:

Fig. 7-91 Check box for "Save the measured data"

Checking the measurement results

Recognize

Display List

Place a workpiece inside the measurable area and click the [Measure] button to perform measurement. If

using the 2D display, a range image is displayed, and the closer it is to the cam

era head, the whiter it

appears, and the further away it is, the darker it appears. Check whether the image looks like the expected
range image with respect to the measured workpiece. Furthermore, switch to the 3D display, and ensure

that the workpiece shape has been measured three-dimensionally.
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Ensure that the workpiece
gl shape has been measured
three-dimensionally.

The closer to the camera head, the
whiter it appears, and the further
away it is, the darker it appears.
Ensure that the workpiece shape
can be determined.

Fig. 7-92 Measurement results check

< @ ODistance to measurement stand and measurement depth< € &

The distance to the measurement stand and the measurement depth are specified in [mm],
however, these values are calculated based on information obtained by performing calibration. If the
measurement result does not improve, return to calibration for readjustment.
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7.12.3. Recognition settings
There are two recognition methods, model-less recognition that does not require a workpiece 3D model,
and model matching recognition that requires workpiece models to be registered.

7.12.3.1. Model-less recognition

Model-less recognition is a method used for bin picking, where hand information is used to detect gaps into
which insertion is possible, or flat surfaces from which pickup is possible, for direct approach from directly
above to the parts supply box. High speed bin picking can be achieved with a little operation amount. Since
the approach is from directly above, only the X, Y, Z, and C position data components are valid.

For the direct approach to the parts supply box, it is necessary to consider the possibility of interference
between the hand and the parts supply box. Therefore, design the hand by referring to "7.13.1 Hand claw
shape".

The following shows the procedures for the model-less recognition.
| Selecting the recognition method |

1
| Specifying settings for the used hand |
No MELFA Smart Plus card l With the MELFA Smart Plus card (V)
Performing the recognition settings (manual Executing the automatic adjustment of the
adjustment) recognition setting
| 1
(3)-1 Setting the recognition parameter values (4)-1 Preparing and registering the
workpiece model
| |
(3)-2 Trying the recognition (4)-2 Setting the learning environment
parameters
| 1
(3)-3 Checking the recognition results (middle (4)-3 Executing the automatic adjustment
image/recognition results)
Return to (3)-1 if there is a problem in the
recognition results.
| 1
(3)-4 Setting the parameters (writing) (4)-4 Actual environment adaptive
parameter
|

| Checking the recognition results
(*1): For the corresponding model names, refer to "4.1 Product Check".
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(1) Selecting the recognition method
Select "Model-less" from the drop-down menu.

Working Area ID: | 1«

Live

Bun selected Job

Calibration Data: | CALIBO Select...

Measuring Recognition

1. Distance to Stand: 540.00 |[mm] Method: ModeHess ~
2. Depth of Measurement: 30,00 [rmm] Set Hand...

3. BExposure time: 4.00 [rmsec] Set Recognition...
[ save irmage: Hand: | HAMD1(Parallel hand) |
[ Mot capture Measure About Measure Recognize
Result: | Display List

Fig. 7-93 Selection of recognition methods (model-less recognition)

The table below describes the buttons that appear when the model-less matching is selected.

Table 7-22: Hand settings and recognition settings

Iltem name

Description Remarks

Set Hand

A Hand settings screen appears. The Hand settings screen
is used to set the hand types and the corresponding
parameters.

Set Recognition

A Model-less recognition user settings screen appears. This
screen is used to select the hand type to be used from
those registered in the hand settings, and to set recognition
parameters.

Hand

The hand type to be used set in the hand settings is
displayed.
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(2) Specifying settings for the used hand

By clicking the [Set Hand] button, the Hand settings screen appears. Click the [Add] button at the Hand

settings screen.

Enter the "Name Note ™" "Type", and "Parameter" for the hand being registered in the Hand addition screen.
"Parameter" can be edited by selecting the parameter name and clicking the [Change] button.
Refer to Table 7-23 for hand types and parameters for which settings are required. By clicking the [Set]

button, the hand is added.

Note 1: Up to 32 single-byte alphanumeric characters

Hand Setting [==a) Add Hand =3
Hand: Hand Setting
Name:
Hand Name Type
Type! | Tweezers hand -
Parameter:
Parameter Value Explanation
Claw interference diameterfmm] 2.00 Diameter of claw approxil
Hand open width[mm] 5.00 Claw center point distanc
AEEEEEEWF I
j Add j Edit Copy Delete
Change Set
Close Close

Fig. 7-94 Hand settings

This system provides hands roughly classified to 3 types (Tweezers, Suction and Parallel).

Tweezers hand

Claw and claw
center

Fig. 7-95 Hand coordinate system and hand parameters (Tweezers, Suction Hand)
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Suction hand

1

1

1

1

1
Xt !
direction
diameter
1

1

1

1

1

1

1

' Coordinate

i system origin <>

bommmmmmmmmmeee Yt direction
diameter

Parallel hand

Hand interference
range (Yt-axis direction)

1

i

i

i

. s
Hand interference :
range (Xt-axis i
direction) i

V i
I i
b i
i

i

Claw and claw
center

Xt-axis
direction claw

 Coordinate width center

system origin

1
1
| A 1

Fig. 7-96 Hand coordinate system and hand parameters (Parallel hand)
In the following part, the features and parameters for each hand are described.

Table 7-23 : Hand types and parameters

. . Default | Automatic
Hand type Parameter Unit Description Range setting | adjustment*
Tweezers ® Claw interference diameter | mm | Diameter of claw 0.5to 50 2
hand ® approximated with circle
Hand open width ® mm | Claw center point distance | 0.5 to 200 5 O
when hand open
Suction Yt-axis direction diameter mm | Yt-axis direction diameter | 0.5 to 100 2 O
hand I@I ® in hand coordinate system
® | Xt-axis direction diameter mm | Xt-axis direction diameter | 0.5to 100 2 O
® in hand coordinate system
Parallel Claw interference diameter | mm | Yt-axis direction claw 0.5t0 100 1 O
hand ® (Yt-axis direction) ® length in hand coordinate
[<> system
Claw interference diameter | mm | Xt-axis direction claw 0.5t0 100 15 O
® (Xt-axis direction) ® length in hand coordinate
e—=—> system
© Hand open width © mm | Claw inner side distance 0.5 to 200 5 O
when hand open
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hand close

. . Default | Automatic
Hand type Parameter Unit Description Range setting | adjustment*
Tweezers hand Hand close width ® mm | Claw inner side distance 0.5 to 200 5
gripping the inner when hand close
(2 claws) © Claw interference diameter | mm | Diameter of claw 0.5 to 50 2
_O ® approximated with circle
[€> Hand close stroke © mm | Claw moving length when | 0.5 to 100 5
© e hand close
Tweezers hand Claws group interference mm | Diameter of interference 0.5 to 200 10
gripping the inner | diameter ® area consists of claws
(3 claws) when hand close
Claw interference diameter | mm | Diameter of claw 0.5 to 50 2
QN ® approximated with circle
\ \
0 -
- Hand close stroke © mm | Claw moving length when | 0.5 to 100 5
® hand close
Parallel Hand Claw interference diameter | mm | Yt-axis direction claw 0.5t0 100 1
(Limited stroke) (Yt-axis direction) ® length in hand coordinate
system
|§| |<@>| Claw interference diameter | mm | Xt-axis direction claw 0.5to 100 1.5
— (Xt-axis direction) ® length in hand coordinate
|:|— —D $® system
- Hand open width © mm | Claw inner side distance 0.5 to0 200 5 O
© when hand open
Hand close stroke @ mm | Claw moving length when | 0.5 to 200 1
hand close
Tweezers hand Claw interference diameter | mm | Diameter of claw 0.5t0 50 2
(Limited stroke) ® approximated with circle
© ® | Hand open width ® mm | Claw inner side distance 0.5 to 200 5 O
(<=
when hand open
Hand close stroke © mm | Claw moving length when | 0.5 to 200 1
hand close
Tweezers hand Claws group interference mm | Diameter of interference 0.5 to 200 10 O
(3 claws) diameter ® area consists of claws
’ (P § when hand open
© / N Claw interference diameter | mm | Diameter of claw 0.5to 50 2
\Z\ ®l @ approximated with circle
d ﬁ Hand close stroke © mm | Claw moving length when | 0.5 to 200 1
< > hand close
Tweezers hand Claws group interference mm | Diameter of interference 0.5 to 200 10 O
(4 claws) diameter ® area consists of claws
® when hand open
/C)\ Claw interference diameter | mm | Diameter of claw 0.5to 50 2
©N/ j ® approximated with circle
Hand close stroke © mm | Claw moving length when | 0.5 to 200 1

*The circle mark "O" indicates the automatic adjustment parameter.
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< @ ODifference between tweezers hand and parallel hand< € <&
* The tweezers hand recognition speed is faster than that of the parallel hand.
* When gripping workpieces, the parallel hand is able to grip more steadily than the tweezers hand.
* The claw angle of the parallel hand is aligned along with the workpiece shape. Therefore, the
parallel hand does not tend to rotate when gripping a workpiece.

The claw angle is
aligned along with the
workpiece shape.

The claw angle tends to
tilt toward the workpiece
shape.

Tweezers hand Parallel hand

<O @ ORegistered hand settingsO € <&
Hand settings created and registered here can also be used for other jobs.
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(3) Performing the recognition settings (manual adjustment)
Clicking [Set recognition] displays the model-less recognition user setting window.

(3)-1 Setting the recognition parameter values

Select a hand to use from the pull-down and then change the recognition parameters as needed. To change
them, select the parameter to change from the list of recognition parameters, and then click [Change]. Enter
a value at the displayed Parameter change screen and click the [Set] button.

By clicking the [Set Area] button and dragging on the image, the recognition range can be set. The range
specified here is reflected to the recognition range of the recognition parameter (Recognition range X start point,
Recognition range X end point, Recognition range Y start point, Recognition range Y end point).

By clicking the [Set Floor Height] button and clicking the location to be set as the floor on the image, the
height of the selected location is applied to the recognition parameter bin floor height.

Medel-less Recogniticn Parameter Setting[Work ID:1 - Job:JOB1] >

Image: Range Image Hand: HAND1(Parallel hand) v Hand setting...

Recognition Parameter: Automatic Setting...

Step: ‘ STEP1: Hand model w ’

Parameter Value Explanation

Hand model's rotation division number 7 Specifies the division numbe
Workpiece Thickness[mm] 3.00 Minimurn height required to
< b3

About Recognition Parameter

Live

Measure List... Change Recognition

Set Cancel

Fig. 7-97 User settings for model-less recognition
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Table 7-24: Recognition parameters

Parameter Unit Description Range Default Automatic
setting adjustment*
STEP 1: Hand model
Hand model's - Specifies the division number of 180 1t0 90 7 O
rotation division degrees. (Large: improved accuracy,
number Note *Note 2 small: increase in speed)
Workpiece mm Minimum height required to judge gaps | 0.1 to 100.0 | 3.0 O
Thickness as workpieces. The smaller the value,
the greater the number of candidates,
however, the possibility of misjudgment
also increases.
STEP 2: Recognition range
Bin floor height mm Distance that the floor is offset from the | 0 to 255 10
measurement surface. It is basically a
fudge factor on the recognition side,
saying don't start seriously looking for
candidates unless they are x distance
from the measurement surface
Recognition pixel | Distance from the left side of the 10 to 1260 100
range X start screen to the X starting point. (origin
point Note 3 located at the top left corner of the
screen, right direction X+, lower
direction Y+)
Recognition pixel | Distance from the left side of the 20 to0 1270 1180
range X end point screen to the X end point. (origin
Note 3 located at the top left corner of the
screen, right direction X+, lower
direction Y+)
Recognition pixel | Distance from the top of the screen to 10 to 940 50
range Y start point the Y starting point. (origin located at
Note 3 the top left corner of the screen, right
direction X+, lower direction Y+)
Recognition pixel Distance from the top of the screento | 20 to 950 950
range Y end point the Y end point. (20-950) default: 950
Note 3 (origin located at the top left corner of
the screen, right direction X+, lower
direction Y+)
Number of - Horizontal recognition area is divided 2to7 3
Horizontal into N number of equally sized
Recognition Area segments (X direction)
Divisions Small: Fast detection, Few candidates.
(X direction) Big: Slow detection, Many candidates.
Number of - Recognition range is divided by the 2to7 3
Vertical specified number of divisions. (Y
Recognition Area direction)
Divisions Small: Fast detection, Few candidates.
(Y direction) Big: Slow detection, Many candidates.
Recognition mm Set the margin of the recognition -50 to 100 0.0
range margin Note 4 range.
Height of boxN°¢4 | 'mm | Set the height of the box. 0 to 300 0.0
Boundary output % Disabled: the recognition result within 0.0t0 100.0 | 10.0
Note 5 the recognition range is output.
Enabled: the workpiece that exists at
the boundary of the recognition range
is output as recognition result.
However, part of the hand may out of
the recognition range, so please be
careful with interference with
surroundings.
STEP 3: Outline extraction
Edge - Threshold of edge strength for 1to 1000 30 )
Identification segmentation.
sensitivity
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Parameter Unit Description Range Default Automatic
setting adjustment*
Circle Detection: - Disabled: Normal setting to avoid the 0: Disabled 0: Disabled
Enable/Disable fragmentation of segments. 1: Enabled
Ex. Non-circular work, thin ring.
Enabled: Activation of cutting out
segments for easier recognition of the
circular work with specified diameter.
Circle Detection : mm Diameter of the circle for detection 10 to 150 30
Diameter
STEP 4: Segment size
Minimum area per | mm?2 | The minimum area inside of viewing 1 to 33600 100 O
part the workpiece from various angles. By
increasing the value, candidates for
workpiece are narrowed down.
However, if the value is set too large,
the workpiece may not be detected.
Maximum area mm?2 | The maximum area insideof viewing 1to 168000 | 168000 O
per part the workpiece from various angles. By
decreasing the value, candidates for
workpiece are narrowed down.
However, if the value is set too small,
the workpiece may not be detected.
Smooth strength - The greater the value, the more noise -1: Original 4 o
is reduced. 0: No filter
1to4
STEP 5: Recognition processing
Full search mode: - 0 - Disable: Search candidates at 0: Disabled 1: Enabled O
Enable/Disable center of the segment. 1: Enabled
1 - Enable: Search candidates at
center of the segment and full region.
This setting needs much more time,
but enlarges the number of detection
points.
Image Scale - After the image is reduced to 1/n, itis 1t08 2
factor Note 7 processed. A low value increases
accuracy but processes slower, and a
high value has decreased accuracy
with faster processing.
Main axis feature | - Swith the main axis feature mode 0: Disable 0 O
mode Note 7 (length feature, angle estimate) 1: Length
2: Angle
3: Length +
Angle
Minimum main mm Check that the length of the main axis 1 to 250 10 O
axis length Note 7 is greater than or equal to this
threshold. The length of the main axis
is calculated with ellipse (circumcircle)
fitting
Maximum main mm Check that the length of the main axis 10 to 1000 100 O
axis length Note 7 is less than or equal to this threshold.
The length of the main axis is
calculated with ellipse (circumcircle)
fitting
Minimum main % Check that the ratio of minor axis to 0to 100 0 O
axis ratio Note? major axis is greater than or equal to
this threshold. The major axis and
minor axis are calculated with ellipse
(circumcircle) fitting
Maximum main % Check that the ratio of minor axis to 0 to 100 100 O

axis ratio Note 7

major axis is less than or equal to this
threshold. The major axis and minor
axis are calculated with ellipse
(circumcircle) fitting
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Parameter Unit Description Range Default Automatic
setting adjustment*
Posture output - Change the output mode for the Oto6 1
Note 9 posture component.

When you output component B,
validate the main shaft characteristics
(direction estimate) mode.

Select RH type when the RV model
hanging from the ceiling is used.

0: Camera coordinates (component C)
1: Robot coordinates (component C,
RV type)

2: Robot coordinates (components B
and C, RV type)

3: Robot coordinates (component C,
RH type)

4: Robot coordinates (components B
and C, RH type)

5: Robot coordinates (component A, B,
and C, RV type)

6: Robot coordinates (components A, B
and C, RH type)

0: Posture in the camera coordinates
system is output.

1 to 6: Posture in the robot coordinates
system is output.

Select 2, 4, 5, or 6 when the grip force
for the normal direction of the object is
expected.

* Regarding the camera coordinates
system, refer to Fig. 3-10.

* The robot coordinates system is the
base coordinates system.

Recognized - Sort the order of the recognized 1: Graspabiity 21
candidates output candidates. (descendling

order)

2: Average

Height

(descending

order)

21: Grasperbility

x Average

Heigh

(descending

order)
Calculation - Calculate the residual percentage 0: Disabled 0
processing of the against the full measurement volume 1: Enabled
residual by enabling this function.
percentage Remain 1: Workpiece residual rate
against the full calculated based on the height
measurement information (component Z)
volume Note0) Remain 2: Workpiece residual rate
Note 11) calculated based on the recognition

range information (component XY)
*The circle mark "O" indicates the automatic adjustment parameter.
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Note 1: Hand model rotation angle resolution
Model-less recognition involves searching for gaps into which hand model claw can be inserted and
flat surfaces to which suction pads can be attached, and returning this as the recognition result.
When doing so, the search is performed while rotating the hand model, and therefore the resolution
is specified.

Note 2: Hand model rotation angle resolution
By entering a small value, the recognition time decreases, however, the accuracy of the hand model
rotation angle drops, and the number of candidate grip positions decreases. By entering a large
value, the recognition time increases, however, the accuracy of the hand model rotation angle
improves, and the number of candidate grip positions increases. If using a tweezers hand or parallel
hand, if the rotation angle accuracy drops, there is a possibility that the workpiece may rotate when
gripped. When using a suction hand with a pad of the shape other than a perfect circle such as an
ellipse, air may leak.

Note 3: As the recognition range widens, the recognition time gets longer.
Upper Left: Origin, Right direction: +X, Down direction: +Y.

Set bottom
surface

»

[~ Distance to
measurement stand

W ] VT Measurement depth

Recognition area

Floor height

Fig. 7-98 Definition of the bin floor height and the recognition domain

Note 4: Margin in the recognition area and box height

Image
coordinate
____________ system The recognition domain is specified as
| - origin the domain designation (XY) was
Distance to the Domain accomplished at the height of the top
measurement designatio surface (bOX helght (Z))
stand (XY)
Box frame Box frame
""""""""" Domain designation (XY:
After the reflection of the
Measurem recognition range margin)
ent depth Recogniton Box [Green frame: Domain top
domain height surface frame, Yellow
2) frame: Domain base
frame]
Viewpoint looking at a camera Viewpoint looking down from the camera side
and the box domain from the side (The red dotted line frame is a concept domain for convenience of

explanation and is not displayed on the real screen.)

Fig. 7-99 Explanatory drawing for the recognition domain (recognition range margin, height of box)
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Note 5: Boundary output
The boxes may be output as

recognition results.

Boundary output mode: Disabled Boundary output mode: Enabled
The workpieces around the border in the
recognition range can be recognized.

Fig. 7-100 Differences between the boundary output mode enabled and disabled

Note 6: Maximum area in the workpiece appearance

Example: When the workpiece shape is cube
The workpiece appearance in the direction
shown in the figure below is the maximum.

Viewpoint looking down from the camera side

Fig. 7-101 Example of the maximum area in the workpiece appearance

Note 7: By entering a small value, the recognition time increases, however, the recognition accuracy
improves. By entering a large value, the recognition time decreases, however, the recognition

accuracy drops.

Note 8: Features of the main axis
Main axis (short axis)

Circumscribed oval

\ Main axis
(long axis)

Part

Fig. 7-102 Definition for the main axis feature mode
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Note 9: Addition of the posture output mode
By setting the posture output mode, the workpieces can be gripped according to their tilt.
The following shows the posture output image. The postures of the component C, BC, and ABC are

shown from the left.

To grip the bar-shaped workpieces according to their tilt, use mode "2" or "4" in which the component

BC posture can be output.

To grip the bar-shaped workpieces according to their workpiece tilt, use mode "5" or "6" in which the
component ABC posture can be output.

<« Component C

 p—"

Floor (XY plane)

XY plane

“~Component C

Component B

e

Main axis
(long axis)

Main axis

Posture output component C

Posture output component BC

Fig. 7-103 Posture output image

“~ Component C

. Component B

Y

A

Component A
Main axis
long axis
(long ) Main axis
(short axis)

Posture output component ABC

Note 10: If the hand claw or suction pad interferes with the measurement stand or bottom of the parts
supply box because of misrecognition resulting from measurement data for the measurement
stand or bottom of the parts supply box, or due to noise, interference can be avoided by entering a
large value. However, if the workpiece residual amount becomes lower than the specified value,
recognition is not performed even if there are workpieces remaining, and therefore the number of
workpieces that can be taken out drops.
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Note 11: Workpiece residual amount display
When the workpiece amount is large When the workpiece amount is small

Remain2 Femain2
& 20%
_r __—r
Remain1 Estimate the workpiece residual amount Remain2 Estimate the workpiece residual

based on the height information. amount based on the recognition range
Calculate the average height higher than information.

the floor height and display the rate to the Display the rate of the pixel higher than
measurement depth. the floor height in the recognition range.

Fig. 7-104 Display example of the workpiece residual amount

For the workpiece residual amount, the following two viewpoints are considered and quantified.
-Remain1: Calculate the workpiece residual amount based on the height information (component Z).

(0 to 100%)
-Remain2: Calculate the workpiece residual amount based on the recognition range information
(component XY). (0 to 100%)

The following shows the workpiece residual rate definition (calculation method).

3DV
Recognition
[ range
Distance to Bulk area g
the
measurement
stand [mm]
Measurement

Average |depth [mm]

height of

bulk

Remain1 calculation method Remain2 calculation method
(The rate of the average height to the (The rate of the bulk area to the recognition range)

measurement depth)

Fig. 7-105 Workpiece residual rate definition (calculation method)
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The workpiece residual amount (condition) in the box can be estimated by using the values of
Remain1 and Remain2. The following shows the relationship between the two values.

Table 7-25 Relationship between Remain1 and Remain2

Remain1
(Workpiece residual rate calculated from the height
information)
High Low
Remain2 High There are a lot of The workpieces are stacked
(Workpiece residual rate 9 workpieces in the box. in bulk.
calculated from the
recognition range Low The workpieces are There are a few workpieces
information) inclined to one side. in the box.

The values of Remain1 and Remain2 are stored in the status variable (M_V3Rmn1, M_V3Rmn2) of
the robot.
For details of the status variable, refer to "8.2 MELFA-3D Vision Related Status Variables".
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(3)-2 Trying the recognition

By clicking the [Try Recognition] button, recognition is performed based on the set conditions and the result
is displayed in the image on the left.

(3)-3 Checking the recognition results (middle image/recognition results)

In order to confirm the process until the recognition results (each STEP of the recognition parameters), the
displayed images (images during the recognition process) can be changed by selecting the type of image
among the images (1): pull-down. The effect of each recognition parameter can be confirmed by the image

at each step.

Table 7-26 shows a list of each STEP of the recognition parameters and the corresponding images, while

Table 7-26 illustrates an example of an indication image.

Table 7-26: Each STEP for the recognition parameters and the corresponding images

STEP Setting Corresponding image
1 Hand model -
2 Recognition range Floor removal image
3 Outline extraction Edge detection image
4 Segment size Labeling image
5 Recognition processing Recognition image

-

Distance image

Floor removal image Edge detection image

Labeling image

Recognition image

Fig. 7-106 Types of display images

(3)-4 Setting the parameters (writing)
If there are no problems with the recognition time or recognition result, click the [Set] button and then close
the Model-less recognition user settings screen.
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(4) Executing the automatic adjustment of the recognition setting

The following shows how to adjust the recognition setting automatically.

* To manually perform the recognition setting, follow " (3) Performing the recognition settings (manual
adjustment) ".

The following shows the parameters that are adjusted automatically.

Table 7-27 Automatic adjusted recognition parameter

Parameter Unit Description Range 52{3#:;
Hand model's - Specifies the division number of 180 11090 7
rotation division degrees. (Large: improved accuracy, small:
number Note 1 Note 2 increase in speed)

Workpiece mm | Minimum height required to judge gaps as 0.1t0 100.0 3.0
Thickness workpieces. The smaller the value, the
greater the number of candidates, however,
the possibility of misjudgment also increases.
Edge Identification | - Threshold of edge strength for segmentation. | 1 to 1000 30
sensitivity
Minimum area per | mm? | Minimum amount of pixels that must be 1 to 33600 100
part grouped together to constitute a part.
Aussumtion is the size of the part is
converted to pixels by the following formula.
Maximum area per | mm? | Maximum amount of pixels that when 1 to 168000 168000
part Note 3 grouped together constitute a part.
Aussumtion is the size of the part is
converted to pixels by the following formula.
Smooth strength - The greater the value, the more noise is -1: Original 4
reduced. 0: No filter
1t04
Full search mode: - Disabled: Normal setting to avoid the 0: Disabled 1
Enable/Disable fragmentation of segments. 1: Enabled
Ex. Non-circular work, thin ring.
Enabled: Activation of cutting out segments
for easier recognition of the circular work with
specified diameter.
Main axis feature - Swith the main axis feature mode (length 0: Disable 0
mode Note 4 feature, angle estimate) 1: Length
2: Angle
3: Length +
Angle
Minimum main mm | Check that the length of the main axis is 1 t0250 10
axis length Note 4 greater than or equal to this threshold. The
length of the main axis is calculated with
ellipse (circumcircle) fitting
Maximum main mm | Check that the length of the main axis is less | 10 to 1000 100
axis length Note 4 than or equal to this threshold. The length of
the main axis is calculated with ellipse
(circumcircle) fitting
Minimum main % Check that the ratio of minor axis to major 0to 100 0
axis ratio Note 4 axis is greater than or equal to this threshold.
The major axis and minor axis are calculated
with ellipse (circumcircle) fitting
Maximum main % Check that the ratio of minor axis to major 0to 100 100
axis ratioNote 4 axis is less than or equal to this threshold.
The major axis and minor axis are calculated
with ellipse (circumcircle) fitting
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Note 1: Hand model rotation angle resolution
Model-less recognition involves searching for gaps into which hand model claw can be inserted
and flat surfaces to which suction pads can be attached, and returning this as the recognition
result. When doing so, the search is performed while rotating the hand model, and therefore the
resolution is specified.

Note 2: Hand model rotation angle resolution

By entering a small value, the recognition time decreases, however, the accuracy of the hand
model rotation angle drops, and the number of candidate grip positions decreases. By entering a
large value, the recognition time increases, however, the accuracy of the hand model rotation
angle improves, and the number of candidate grip positions increases. If using a tweezers hand or
parallel hand, if the rotation angle accuracy drops, there is a possibility that the workpiece may
rotate when gripped. When using a suction hand with a pad of the shape other than a perfect circle
such as an ellipse, air may leak.

Note 3 Maximum area in the workpiece appearance

Example) When the workpiece shape is cube
The workpiece appearance in the direction
shown in the figure below is the maximum.

Viewpoint looking down from the camera side

Fig. 7-107 Example of the maximum area in the workpiece appearance

Note 4: Features of the main axis

Main axis (short axis)

Circumscribed oval

Main axis
(long axis)

Part

Fig. 7-108 Definition for the main axis feature mode
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Start the automatic adjustment from the [Model-less Recognition Parameter Setting] screen.

(1) Click the [Automatic Setting] button in the job edit screen to display the Model-less Recognition
Parameter Setting screen.

(2) Press the [Automatic Setting] button.

(3) The following caution window appears. Click [OK] to display the Automatic adjustment screen.

#5 MELFA-3D Vision - 1: 2F-3DVS2-UNIT [3. g g - o %

MRS Von Hep |< Job edit screen

setup
1. Connect Setup
1-1 Camera

1-2 Robot

2. Calbration

2:1 New

22 Edit

3.Job

Monitor
Measuring/Recognition Result

Maintenance

Backup
Restore
Back to Top
Weasuring Result Recognition Result
Status: Disply style: | 2D Display style: [2D -
Mode: |Job ~ Working Area ID: | 1 v e
Clarain 0 ekt wekssiel - Recoghnition setting
Name Stte Method Calbr | Messuring Recognition
1. Distance to Stand: 54000 [mm]  Method: Modelless <
2. Depth of Measurement: 50.00 [mm] = un oSk bde n w
3. Exposure time: 4.00 [msec] (1 ) . .
R -
[CINot capture Measure About Measure Recognize
< >
Camera Robot Calbration Job =i \ /| Display Lt
Model-less Recognition Parameter Setting[W) MOdeHeSS ReCOgnltlon Parameter screen h4
Image: | Range Image Hand: HAND(Parallel hand) , . 4 2w w s s ¥ sos e SEUSEE0G
e —— 0

Recognition Parameter: (2)

Step: ‘ STEP1: Hand model

Parameter Explanation
7 Specifies the division numbe

.00 Minimum height required to

Hand model's rotation division number
Waorkpiece Thickness[mm]

< >
MELFA-3D Vision
Live
The points to be noted when executing automatic adjustment are as
Measure | follows. Change Recognition

*The value of the automatically adjusted recognition parameter is
overwritten on the job. Set Cancel

*When optimizing hand parameters, the selected hand parameter will
be overwritten.

Also, in order to execute jobs created by using automatic adjustment

MELFA Smart Plus card(function type B) is required.
Are you sure you want to continue?

Fig. 7-109 Model-less Recognition Parameter screen
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(4)-1 Preparing and registering the workpiece model

First, register the workpiece model for which the automatic adjustment is executed.
(If you do not have a workpiece model, you can create a workpiece model file using the layout tool of RT
ToolBox3.)

(1) Click the [Select] button and select the corresponding workpiece model. The applicable model type is
STL, OBJ, PLY, and VRML (except for the models that including RGB channel).
(2) The image of the selected workpiece model is displayed in the screen.

Automatic adjustment b e
Step Click the [select] button and select the work model file. sEEEEEEEEEE,
1.Work model registration Work model: Select... = —
(1) e ——  Select
2.Learn environment setting | ]

3.Run automatic adjustment

Select the workpiece model.
(Applicable model type: STL, OBJ, PLY, VRML)

Step Click the [select] button and select the work model file.
L.Work model registration Work model: \ CaUsers/ M vvork¥ CNUSER. ply \ [ Select..., |

2.Learn environment setting

3.Run automatic adjustment EEEEEE NN NSNS N EEEEEEEEEEEEEEEENER

\--------------------------------

Confirm the grip posttion of work.If the grip position of work is not the center

of the work, adjust the grip position. Adjust grp postion....

Hext> Einish Cancel

Fig. 7-110 Preparing and registering the workpiece model 1
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(3) Adjust the grip position of the selected workpiece model. Click the [Adjust grip position] button.
(4) Click the [OK] button after the adjustment.

Automatic adjustment X

Step Click the [select] button and select the work model file.

1.Work model registration Work model: | C:Users¥ < vvorky CNUSER.ly Select...
About export function

2.Leam environment setting

3.Run automatic adjustment

rip position adjustment

:IIIIIIIII :/

Confirm the grip position of work.If the grip posit|
of the work, adjust the arip position.

Next> cancel

adjustment: adjust work grip position U X

own [Ctrl] + [Shift] key and drag to adjust the grip position of the work model.

[

Offset amount from the
initial grip position

Method 1:

Drag the bold arrow while
holding the Ctrl and Shift keys.

Initial grip position
(workpiece gravity position)

Offset value from the
initial grip position

NN S SN N NN NN NN NN NN NS EEEEEEEEEEEEEEEEEEEEEEEEEE
Offset from initial grip position:

| X[mm] | Y[mm] \ Z[rrm] | A[deq] | B[deq] | Cldeq]

MethOd 2: Manua”y | -17.Uu| U.UU| EI.EIEll EI.EIEll U.UUl 0.00
|nput the values. EEssSEESEEEEEEEEENEEEEEESEEEEEEEEEEEEEEEEEEEEEES

cancl

<Adjustment method of the workpiece model grip position>

Method 1: Drag the bold arrow while holding the Ctrl and Shift keys to adjust the
offset amount from the initial grip position.

Method 2: Manually input the offset values from the initial grip position. The bold
arrow indicating the offset from the initial grip position displayed in the
window moves by the input values.

-The initial grip position of the workpiece model is indicated by the thin grid line, the
offset value from the initial grip position is indicated by the bold arrow.

-As the initial grip position and offset position is the same, the thin grid line and bold
arrow are displayed at the same position.

- The workpiece gravity position is used as the initial grip position.

Fig. 7-111 Preparing and registering the workpiece model 2
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(5) The preparation and registration of the workpiece model is completed.
Click the [Next] button to proceed to the learn environment parameter setting.

Automatic adjustment
step
1.Work model registration
2.Leam enviranment setting

3.Run automatic adjustment

Ciick the [select] button and select the work model file.

Work modet: | C:¥Users/ R vor¥ CNUSER.ply

Confirm the grip position of work.If the grip position of work is not the|

of the work, adjust the grip postion.

(6)

Next>

Next

& Finis Cancel

Fig. 7-112 Preparing and registering the workpiece model 3
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(4)-2 Setting the learning environment parameters

The window displayed for the learn environment parameter setting differs depending on the hand type selected in
the hand settings of the job.

As the hand parameters are automatically adjusted in the recognition processing, design the actual hand
according to the physical environment (workpiece weight and material).

Types of the window to be displayed
Pattern Hand type Description

Circular suction pad
1 Suction hand (The pad diameters in the Xt axis direction and the Yt axis
direction are the same.)

Oval suction pad
2 Suction hand (The pad diameters in the Xt axis direction and the Yt axis
direction differ.)

For tweezers hand (3 claws, 4 claws)

3 Tweezers hand Adjust the diameter between the claws.

Parallel gripping

hand Adjust the hand open width and claw interference range.

Internal gripping

tweezers hand For internal gripping tweezers hand (2 claws, 3 claws)

6 Other than the above
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The window to be displayed is explained by using pattern 4 (parallel gripping hand) as an example.
(The windows for other patterns are shown in the following pages.)

mPattern 4 (parallel gripping hand)
The parallel gripping hand can optimize the hand open width based on the hand information set in
"Specifying settings for the used hand". By setting the search range (Xt axis direction and Yt axis
direction) in this window, the claw interference range can be optimized.

(1) To optimize the hand open width, select [Optimize hand open width].

(2) To optimize the claw interference range, select [Optimize claw interference range] and input the
search range (Xt axis direction and Yt axis direction).

(3) Input the number of workpieces and box size used for the bulk simulation.

(4) Click the [Confirm] button to update the distance image.

(5) Check the contents in the window and click [Next] button.

Automatic adjustment hd

Please enter the parameters necessary for learn environment setting.
Set the range to search for the optimal claw interference range with reference to the setting caw

interference range.If you unchecked, optimization of hand open width and daw interference range
sl oot by Lk

Step

1.Work mog

2.Learn en [ Optimize hand open width

(1)

3.Run autol T

Optimize claw interference range

2 Xt axis direction search area : (reference 6.00 [mm]) Ijl'\' [mm]
( ) Yt axis direction search area : (reference [ 1.00 [mm]) ,\_ljl [mm]
Nt paraTTe et e TseT ot s
If the [Confirm] button is dicked, range image is showed by simulation.
The number of work: 20 | [pcs] P
Box size X: 150 [mm] (3)
Box size Y: 150 [mrm]
Box size Z: mapsnsannnsdPalnm
(4) Confirm =
.
/ Basssssnnnnnnas”

Automatic adjustment X
Step Please enter the parameters necessary for learn environment setting.
Set the range to search for the optimal claw interference range with reference to the setting claw

1.Work model registration interference range.If you unchecked, optimization of hand open width and claw interference range
will not be executed.
2.Learn environment setting [ Optimize hand open width

3.Run automatic adjustment

[ optimize claw interference range

Range i Xt axis direction sgarch area : (reference 6.00 [mm]) Elw [rom]
¥t axis direction search area ¢ (reference [ L.og [rmmi) . [
. [
*Input the parameter to be used for the buk simulator.
If the [Confirm] button & cicked, range image is showed by simuation.
The number of work: 20| [pcs]
Box size X: 150 | [mm]
. . . 150 | [om)
The distance image is updated. 5| ()

Range image
EEmmEEEEEEy

Fig. 7-113 Window for pattern 5 (parallel gripping hand)

Parameters of the parallel gripping hand that can be optimized

. . Default
Hand type Parameter Unit Description Range setting
Tweezers Claw interference mm | Yt-axis direction 0.5to 100 1
hand <> diameter @ diameter in hand
< (Yt-axis direction) coordinate system
D_D E@ Claw interference mm | Xt-axis direction 0.5to 100 1.5
diameter ® diameter in hand
|<‘@—)| (Xt-axis direction) coordinate system
Hand open width mm | Claw inner side 0.5t0 200 5
(®] distance when hand
open
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HPattern 1 (suction hand and circular suction pad)
When the suction pad is circular (when the pad diameters in the Xt axis direction and the Yt axis direction

are the same), the pad diameters can be optimized by setting the search range.
(1) To optimize the suction pad diameter, select [Optimize diameter] and input the search range.
(2) Input the number of workpieces and box size used for the bulk simulation.
(3) Click the [Confirm] button to update the distance image.
(4) Check the contents in the window and click [Next] button.

~— ~— ~— ~—

Automatic adjustment

Please enter the parameters necessary for learn environment setting.
Set the area to find the optimal diameter with reference to setting value of dameter.
If you unchecked, optimization of diameter wil not be executed.

Step

1.Work model registration

2.Learn environment setting Optimize diameter

Search area: (reference| 13.00 [mm]) Elxljl <(1 )

3.Run automatic adjustment

*Input the parameter to be used for the bulk simulator.
If the [Confirm] button is dicked, range image is showed by simulation.

The number of work: 20| [pce]
Box size X: 150 [mm]
Box size Y 150 [mm] N\ 2)
Box size Z: I J_m’”]
Confirm "
u
hy

Range imag

<Back

Range image
QfEEEEEEEE

-

Fig. 7-114 Window for pattern 1 (suction hand and circular suction pad)

Parameters of the suction hand (circular suction pad) that can be optimized

. .y Default
Hand type Parameter Unit Description Range setting
Suction Yt-axis direction mm Yt-axis direction 0.5t0 100 2
hand ® diameter ® diameter in hand
> coordinate system

® Xt-axis direction mm Xt-axis direction 0.5to 100 2
diameter ® diameter in hand

coordinate system
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EPattern 2 (suction hand and oval suction pad)
When the suction pad is oval (when the pad diameters in the Xt axis direction and the Yt axis direction
differ), the pad diameters can be optimized by setting the search range.

(1) To optimize the suction pad diameter, select [Optimize diameter] and input the search range (Xt axis
direction and Yt axis direction).

(2) T Input the number of workpieces and box size used for the bulk simulation.

(3) Click the [Confirm] button to update the distance image.

(4) Check the contents in the window and click [Next] button.

Automatic adjustment be
Step Please enter the parameters necessary for learn environment setting.
Set the area to find the optimal diameter with reference to setting value of diameter.
1.Work model registration If you unchecked, optimization of diameter will not be executed.
2.Learn environment setting Optimize diameter
—axis directi . 0]~ 0
3.Run automatic adiustment Xt-axis direction search area: (reference| 11.00 [mm]) [mm] (1 )
Yt-axis direction search area: (reference| 13.00 [mm]) 0|~ 0| [mm]

*Input the parameter to be used for the bulk simulator.
If the [Confirm] button is clicked, range image is showed by simulation.

The number of work: 20| [pcs]

Box size X: 150 | [rm]
Box size ¥: 150 | [mm] (2)

Box size Z: 30

T o]

Confirm L]

Confirm

Rang

<Back

Range image
R ]

:

Fig. 7-115 Window for pattern 2 (suction hand and oval suction pad)

Parameters of the suction hand (oval suction pad) that can be optimized

. . Default
Hand type Parameter Unit Description Range setting
Suction Yt-axis direction mm Yt-axis direction 0.5t0 100 2
hand ® diameter ® diameter in hand
coordinate system
® | Xt-axis direction mm Xt-axis direction 0.5t0 100 2
diameter ® diameter in hand
coordinate system
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HPattern 3 (tweezers hand/3 claws, 4 claws)
For the tweezers hand (3 claws, 4 claws), the diameter between claws can be optimized.

(1) Select [Optimize diameter] to optimize the diameter between claws.

(2) Input the number of workpieces and box size used for the bulk simulation.
(3) Click the [Confirm] button to update the distance image.

(4) Check the contents in the window and click [Next] button.

Step Please enter the parameters necessary for leamn environment setting.
The optimal claws group interference diameter is searched with reference to the setting caws group
interference diameter.If you unchecked, optimization of claws group interference diameter is not (1 )

1.Work model registration
executed.

2.Learn environment setting [] Optimize claws group interference diameter

3.Run autormatic adjustment

*Input the parameter to be used for the bulk simulator.
If the [Confirm] button is clicked, range image is showed by simulation.

The number of work: 20| [pce]

Box size X: 150 | [mm

1
Box size Y: 150 | [mm]
1

Box size Z:

monmnnn s s @hfamm

Confirm

Range i

<Back

Range image
mEEEEEEEER

4)

Finish Cancel

SEEEEEEEES

Fig. 7-116 Window for pattern 4 (tweezers hand)

Parameters of the suction hand (tweezers hand and oval suction pad) that can be optimized

. - Default
Hand type Parameter Unit Description Range setting
Tweezers hand Claws group mm Diameter of 0.5 to0 200 10
(3 claws) interference interference area
diameter ® consists of claws
© ‘ when hand open
®
@
e
Tweezers hand Claws group mm Diameter of 0.5to0 200 10
(4 claws) interference interference area
® diameter ® consists of claws
q }& when hand open
A
o, |
M
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M Pattern 5 (internal gripping tweezers hand/2 claws, 3 claws)

For the internal gripping tweezers hand (2 claws, 3 claws), optimize the hand open width.
(1) Input the number of workpieces and box size used for the bulk simulation.

(2) Click the [Confirm] button to update the distance image.

(3) Check the contents in the window and click [Next] button.

step Please enter the parameters necessary for learn environment setting.
1.Work model registration
2.Learn environment setting

3.Run automatic adjustment

*Input the parameter to be used for the bulk simulator.
If the [Confirm] button is dlicked, range image is showed by simulation.

The number of work: 20 [pes]

Box size X: 150 [mm]

Box size Y: 150 [mm] (1 )
Box size Z: 159G | oLmm]
]

Range image

<Back Next>

Cancel

Fig. 7-117 Window for pattern 6 (internal gripping tweezers hand/2 claws, 3 claws)

Parameters of the internal gripping tweezers hand (2 claws, 3 claws) that can be optimized

Hand type Parameter Unit Description Range Eeetft?:gljt
weezers hand Hand open width | mm | Claw center point 0.5t0 100 5
gripping the inner © distance when hand
(2 claws) ® open

>

© ®
Tweezers hand Hand open width | mm | Claw center point 0.5t0 100 5
gripping the inner © distance when hand
(3 claws) é o open
X
®
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M Pattern 6 (hand other than pattern 1 to 5)
For the hand other than pattern 1 to 5 in the previous page, the hand open width can be optimized.
(1) To optimize the hand open width, select [Optimize hand open width].
(2) Input the number of workpieces and box size used for the bulk simulation.
(3) Click the [Confirm] button to update the distance image.
(4) Check the contents in the window and click [Next] button.

Automatic adjustment X
Step Please enter the parameters necessary for learn environment setting.
The optimal hand open width with reference to the setting hand open width is searched.
1.Work model registration If you unchecked, optimization of hand open width is not executed.
------------------
n .
2.Learn o (1 ) [JOptimize hand open width =
]
3.Run au S ssssssssssnsnEns -
*Input the parameter to be used for the bulk simulator.
If the [Confirm] button is dlicked, range image is showed by simulation.
The number of work: 20| [pes]
Box size X: 150 | [mm]
Box size ¥: 150 [mm] N (2)
Box size Z: -
& =

Range ima

<Back

Cancel

Fig. 7-118 Window for pattern 3 (hand other than pattern 1, 2, 4, 5, and 6)

Parameters for the hand other than pattern 1 to 5 that can be optimized

Hand type Parameter Unit Description Range 2:{,{?#3
Tweezers hand ® Hand open width mm | Claw center point 0.5t0 200 5
® distance when hand
open
Parallel hand Hand open width mm | Claw inner side 0.5to0 200 5
(Limited stroke) © distance when hand
® ® open
S
e
o
Tweezers hand Hand open width mm | Claw center point 0.5to0 200 5
(Limited stroke) ® distance when hand
© open
<> I»'/®
"
®
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(4)-3 Executing the automatic adjustment

(1) Click the [Run] button in the Automatic adjustment screen after setting the learn environment
parameters.

(2) A confirmation window appears. Click [OK] to execute automatic adjustment.

(3) The progress rate and recognition image are displayed in the recognition parameter adjusting window.

(4) When the automatic adjustment of the recognition parameter is completed, a completion message
appears. Click the [OK] button in the message window and then click the [Finish] button in the
Automatic adjustment screen. The Automatic adjustment screen closes and the parameter of the
job is overwritten.

Automatic adjustment *
IIIIIIIIIIIIIII:
Step Click [Run] button and execute automatic ajdustment.If the automatic adjustmentthas .
) ) finished, finish automatic adjustment to click [Finish] button. . C
1.Work model registration (1 ) : a
. .
2.Learn environment setting CERL L] smsmmma®
3.Run automatic adjustment
MELFA-3D Vision
| Areyou sure you want to run automatic adjustment?
AsssssssEEEEEEE,
. E
@ > P o
L] L L L L L] I.
Recognition parameter adjusting window
Recognition parsmete s being djusted. x The progress rate is displayed.
Recegnition parameter is being adjusted. x HY H
S Recognition image
Recognition parameter is being adjusted. X
Rermaining time: 3882 [sec]
Remaining time: 700 [sec]
Remaining time: 2102 [sec]
Remaining time
Automatic adjustment X
Step Click [Run] button and execute automatic ajdustment.If the automatic adiustment has
. . finished, finish automatic adjustment to click [Finish] button. R
1.Work model registration Lo
2.Learn environment setting
MELFA-3D Vision *

Recognition parameter automatic adjustment is completed.
‘When you click the [Finish] button, the automatic adjustment is
ended and the parameters of the job are overwritten,

n
Finish = Cancel
-

=<Back (4)

Fig. 7-119 Executing the automatic adjustment
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(4)-4 Actual environment adaptive parameter

Adjust the following parameter at step 2 in the Model-less Recognition Parameter Setting

according to the customer's actual environment.

Floor height

Recognition range: X start point/X finish point/Y start point/Y finish point
Number of recognition area divisions: Horizontal/Vertical

Meodel-less Recognition Parameter Setting[Wor|

Model-less Recognition Parameter screen

Recognition Image

Image:

Measure

Hand: HAND1(Paralel hand) ~

s

Hand setting...

Autpmatic Setting...

Recognition Parameter:

Step:

STEP1: Hand model
|STEP2: Recognition range
| STEP3: Coutour definition
Hand model's sTEpa: Segment size
Waorkpiece T|STEPS: Recognition processing

Parameter

‘|STEP1: Hand model v|’

screen

About Recognition Parameter

List... Change

Set

Cancel

Fig.

7-120 Actual environment adaptive parameter
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(5) Checking the recognition results

Change the position of the workpiece in the measurement range, or increase the number of workpieces.
Click the [Measure] button to perform measurement, and then click the [Recognize] button to perform
recognition.

Recognition result with the highest score is drawn in green, the recognized position values are displayed in
the Result field. Other color meanings: Yellow: Results from full search, Blue: Results from segment search.
By clicking the [Display list] button, other results can also be viewed. Please note that the results are
displayed in the list in order from the higher score.

Although the parting line (red line) of the recognition results in the setting window may not be displayed,
using it has no effect. To confirm parting lines which are not displayed, click the image of the recognition
results and then display the enlarged image screen.

The recognition results are the hand coordinate system position and posture viewed from the camera
coordinate system (see Fig. 3-14).

[] #R MELFA-3D Vision o x

kL5

Measuring Result Recognition Result
Display style: 2D ~ Display style: 2D ~ hd
Working AreaID: | 1~ Live
Calibration Data: | CALIBO Select... Run selected Job
Measuring Recognition
1. Distance to Stand: 540.00 [[mm] Method: Modekless v
2. Depth of Measurement: 50.00 [[mm] Set Hand...
3. Exposure time: 4.00 [[msec] Set Recognition... —mm——
[ save image: Hand: CHUSERAI2(Parallel hand) #5 Recognition result list Recognltlon result ||St
[ Hot capture Meaire About Measure Recognition posiion list
ATEEEEEEEEay, (camera) (Robot)
Result: (-32.87, -36.90, 512.64, 180.00, 0.00, 88.33)(112.14, 343.38, ‘ Display List " X[mm] Y[mm] Z[mm] Al[deg] B[deg] C[deg] X[mm] Y[mm] Z[mm] Aldeg] B[deg] CI[deg] "
— L = = -32.87 3690 -51264 180.00  0.00 8833 11214 34333 80.85 179.83  0.68  2.97

#
1
RLLELE b R 2 2535 27.94 51224 180.00  0.00 5036 177.39 34109 8049 17945 043 -35.00
3 3171 27.39 512.64 180.00 0.00 -66.82 181.44 284.17 80.25 179.86 -0.60 -152.18
4 6.35 -10.39  -513.02  180.00 0.00 -28.07 141.74 306.39 80.24 179.46 045 -11343
5 34.66 -34.66 -513.62 180.00 0.00 48.83 119.83 276.21 80.02 179.44 0.42 -36.53
6 2902 5049 51598 180.00 0.0 46,61 10357 28054 77.83 17942 040 3875
7

12.28 3889 -519.92 180.00  0.00 33.90 19125 30444 7278 17935 026 5L46

< >

Close.

* For the camera coordinates, refer to "3.4.4 Camera coordinate system". For the robot
coordinates, refer to the instruction manual "Detailed explanations of functions and
operations".

Fig. 7-121 Confirmation of the recognition results
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< @ ORecognition results O €O

The position at the top of the workpiece surface is returned for the recognition result Z
component. Furthermore, the C component is the rotation angle (-90° < C < 90°) around the
hand coordinate system Z-axis in the camera coordinate system. Please note thatif X, Y, Z, A,
B, and C in the recognition results are all 0, the camera coordinate system and the hand
coordinate system will matchh

Zc If viewed from above
Camera [ -
coordinate | Workpiece v !
C :
system 1 Zc !
Xe, Ye, Zc ' i
! Xt ®—_  Hand |
| | claw :
:N | 2ty !
Xc -70: Yc . Xc i
40\ |
285 5% o Yt :
Xt $<eq [y-852.~ Workpiece | !
Camera
Yt coordinate Recognition reslt=(X, Y, Z, A, B, C)
system =(40, 50, -70, 0, 0, -85)
Xt, Yt, Zt

If there are no problems with the results, click the [Execute the job being edited] link to proceed to job
execution.
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7.12.3.2. Model matching recognition

Model matching recognition is a method used to search for a shape similar to shape information created
from workpiece 3D-CAD model data. The three-dimensional orientation of workpieces can be detected, and
the output position information contains the X, Y, Z, A, B, and C components. This is the recognition
position, and differs from the grip position. Consequently, it is necessary to calculate in advance the
"Correction vector" to correct the deviation between the recognition position and the grip position as shown
in Fig. 7-122. By calculating the grip position from the recognition position using the correction vector,
workpieces can be gripped.

*Model matching recognition is available only for RV series.

Recognition
position

T\ )

Workpiece

| Hand

Grip
position

—~

Fig. 7-122 Difference between recognition position and grip position

Correction vector

(1) 3D-CAD model preparation
Pay attention to the following when creating 3D-CAD models.

* Create so that the origin is near the center of the CAD model.
* Use the CAD coordinate system XY plane as the floor surface, and arrange the workpiece position to get
the most stable posture.

< € O3D-CAD model origind € <&

If manipulating the 3D-CAD model viewpoint on RT ToolBox3, the viewpoint can be changed
with the model origin as the rotational center. Consequently, the closer the model center and
CAD origin are to one another, the easier the operability when rotating.

O @ O Stable posture O €O
This refers to a posture to enable self-standing of the workpiece in a stationary state without the
need for any support.

Create so that the CAD

origin comes close to the Create to obtain the

3D-CAD model center. most stable posture
with respect to the XY
plane.

z

k

Fig. 7-123 3D-CAD model creation example

H The workpiece
stands still by
itself, but easily
topples.

Fig. 7-124 Example of other unstable postures
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(2) Selecting the recognition method
Select "Model matching" from the drop-down menu.

Vorking Area ID: |1 - Live
Calibration Data: ~ CALIBL Select... Run selected Job
Measuring Recognition
1. Distance to Stand: 300.00 [mm] Method: |§M,;,,je|_n-,atching -|
2. Depth of Measurement: 45.00 [mm] () Work List: |[Nnne] v|
3. Exposure time: 5.00 [msec] (Y] Target: |[Nnne] v|

Save image: ‘ Set Work List... |

Mot capture Measure Recognize
Result: Display List

Fig. 7-125 Selection of the recognition method (model matching recognition)

The table below describes the items, workpiece list and recognition target, that appear when the model
matching is selected.

Table 7-28: Workpiece list and recognition target

ltem name Description
Work List A list of combinations of the registered workpieces and parameters to be
used. In a job, select the combinations to be used in the work list. In the
robot program, the numbers registered in the work list are specified.

Selection .Wo_rlggggg 1 i o

Work list XXX Work it 1 Workpiece 2 !
(1) WorkX/ParaA._ ] (1) Workpiece 2/parameter 3 ' W' _k “““ é T
2_)_W9r_k_YLEa_r§B - \ (2) For attachment A/stacking or plece '
: : V\ :
(N) WorkZ/ParaC (N) For part C/flat placing l 3D data H
- |
1
Registration No. | | 5. Parameter 1 !
1 1
1

Target Target of the recognition test which is performed when the [Recognize]
button is pressed.

As well as the registration numbers, workpiece names and parameter
names are also displayed.

Set Work List button | Opens the Create workpiece list screen. The following tasks can be carried
out at the Create workpiece list screen.

(1) Conversion to a dedicated data format from 3D-CAD data

(2) Recognition using arbitrary parameter values

(3) Creation of workpiece lists from registered workpieces/parameters
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(3) Workpiece registration

Click the [Set Work List] button to open the Work list settings screen, and then click the [Register Work]
button in the screen. Then, by clicking the workpiece field [Add] button in the [Register Work] screen, the
[Add Work] screen appears.

Please select the Work, and add/edit of the the Parameter Set.
Live
Work: Parameter Set:
Select... Run selected Job - -
Work List Setting [ I
Recognition
L L LL LTI
u
Method: Modekmatching C Register Work .
(X) Work Ust: [(None) ‘ Mussssssssssssssssssssans ‘
() Target: (None) | Register Work List |
\—.-m:.:.:l -
%l Set Work List... | g ——
Musssssssssag® \&,
’ -
.\m/ . Add [ Reneme | add [ Edg
u
Iai .l" " E|E ot | [ coov  |[ Deete |
Dig List
B Export Import
Close I

Fig. 7-126 Workpiece list settings and workpiece registration

Perform the following four steps to register workpieces at the Workpiece addition screen.

(a) 3D-CAD model selection

Click the model file selection [Select] button in the Workpiece addition screen, and then select the 3D-CAD
data (STL format N°¢ ' or OBJ format) to be used. By selecting the 3D-CAD model, data is converted to a
dedicated format and edge detection is performed in the control unit. After approximately 10 to 30 seconds,
the images before and after processing are updated.

Note 1: Compatible with both binary and text formats.

Add Work

=

1:Select 3D Model
Please click the Select button, and select the 3D model file for work.

Model Image: Before Process Image: After Process Image:

1’ 3D model file select -
3D model file folder: ‘
B Ak

i 3D CAD models are

Updat:

— ' converted to a
3D model file Swe Date Time ! dedlcated format
= sample.5tl 44284 2014/05/15 13 59

i After a short time, the
1 screen is updated.

Select Model F\\e. m :

Work Name:

Registe Close

Fig. 7-127 Workpiece addition
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(b) Edge detection
Select "2: Edge detection" from the processing step combo box. The image after edge detection from the
3D-CAD model appears in the image after processing.

IS W

[ E NN N NN N NN NN NN NN NN
ETUCE55: |2:Edge detection " .

D\ease-ad?ugt.th.e.na.m?n;ts.!r,.aﬂﬂ.cfcl:tﬁe.R.eg.\;t.ér button. If you dick the Check button, the image of the processing result is displayed.

Model Image: Before Process Image: After Process Image:

Image ID: |1 v|
Parameter List:
Parameter Value Explanation

Select Edge extraction parameter 60 The smaler the value, the more detaled edge extraction is ...

Work Name:
[ change |
[ Besster | [ gose|
Fig. 7-128 Edge detection
Table 7-29: Parameter for edge detection
Parameter Unit Description Range Default setting
Edge extraction - The smaller the value, the more | 1 to 500 60
parameter detailed edge extraction is
performed, however, the speed
drops.

By clicking images before or after processing, an enlarged image screen appears in a pop-up window. The
window can be closed by clicking the enlarged image screen.

Add work

‘ Process: ‘E:Edge detection -

lssing result is displayed.

7 MELFA-3D Vision

Y T T L L

FESEEEEEEEEEEEEEEEESE
e  EE NN NN NN EEEEEENNNNM

aled edge extraction is ...

Register | ‘ Close

Change

Fig. 7-129 Enlarged image

Check the enlarged image screen for the image after processing to ensure that edges are detected as
described in Table 7-30.
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Table 7-30: Check items for edge detection

No. Check item Remedy
1 Is the edge detected on a flat surface? If the edge is detected on a flat surface, increase
the "Edge extraction parameter” to ensure that

edges are not detected on a flat surface.

2 Is it possible to imagine the shape of the If unable to imagine the shape of the model
model image before processing from the image, reduce the "Edge extraction parameter" so
displayed image? that the shape can be imagined from the edge.

By selecting the parameter in the parameter list and clicking the [Change] button, the parameter value can

be changed.
I W, =
Process: | 3:Fdge detection -

Please adjust the parameter, and click the Register button. If you click the Check button, the image of the processing result is displayed.

Add Work

Model Image: Before Process Image: After Process Image:

Name: Edge extraction parameter

Parameter Change
|

Explanation: The smaller the value, the more detailed edge extraction is
performed, however, the speed drops. (1-500) default: 60

[62)

mzller the value, the more detziled edge extraction is ...

Edge extraction parameter 60

Work Name:

L — =
PR S
Register Close

Fig. 7-130 Parameter change

By clicking the [Check] button after changing the parameter value, edge detection processing is performed
again. After a short while, the images before and after processing are updated.

By changing the [Image ID] in the Workpiece addition screen, it is possible to display images before and
after processing from eight viewpoints. Ensure that edge detection satisfies Table 7-30 also for the

remaining seven viewpoints, and if not, adjust the parameter.
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(c) Sampling of point
Select "3: Sampling of point" from the processing step combo box. The image in which points are sampled
from straight lines is displayed in the image after processing. Please note that sampled points appear in

red.

Add Work

|
- 5
Process: o [3:5ampiing of paint /=
.

Please EEJUSEtHE.D.EV%FHeEeF, 2 Cisk e ﬁe'g\!‘ter button. If you click the Check button, the image of the processing result is displayed.

Model Image: Before Process Image: After Process Image:

Work Name:

Image ID: ‘1 -‘

Parameter List:

Parameter Value Explanation

13
Change | ‘ Check |

o]

Fig. 7-131 Sampling of point

Table 7-31 Parameter for point sampling

Parameter Unit Description Range Default setting
Boundary point - The smaller the value, the more | 1.0 to 100.0 | 4.0
sampling interval characteristics are extracted,
however, the speed drops.

Check the enlarged image screen for the image after processing to ensure that points are sampled.

{1 MELFA-3D Vision

Sampled points appear in f_e(_j._ j

Fig. 7-132 Successful example for sampling of point

Ensure that points are sampled also in the remaining seven viewpoints, and if not, adjust the parameter.
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(d) Tangent line detection
Select "4: Tangent line detection" from the processing step combo box. The image in which tangent lines

are detected from the edge is displayed in the image after processing. Please note that detected tangent
lines appear in green.

Add Work

==

Model Image:

Work Name:

Process: l|4:Tangent line detection -
- L]
Please adjust the parameter, and click the Register button. If you click the Check button, the image of the processing result is displayed.

Before Process Image: After Process Image:

Image I: [4 ~|

Parameter Value BExplanation

| Check |

Register ] | Close |

Fig. 7-133 Tangent line detection

Check the enlarged image screen for the image after processing to ensure that straight lines are detected

as in Fig. 7-134.

#% MELFA-3D Vision

= |?L

Detected straight lines appear in green, |
and the end points of the straight lines are i
displayed with red dots. i

Fig. 7-134 Straight line successful example

When adjustment is completed, enter the workpiece name N°¢ 1 and then click the [Register] button. It is
necessary to wait a short while until this process is completed. Note 2
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Add Work

Process: |4:Tangent line detection v|

Please adjust the parameter, and click the Register button. If you click the Check button, the image of the processing result is displayed.

Model Image: Before Process Image: After Process Image:

Image ID: |1 v|

Parameter Value Explnation

Work Name: : WORK1L :

0 | Check |
FEEEEEwE
[ Register ]-| Close |
Bessnnmn”

Fig. 7-135 Registration of workpiece

Note 1: Up to 32 single-byte alphanumeric characters. However, use alphabet characters only for the
leading character.

Note 2: In the event registration takes time, the processing time can be shortened by increasing the value of
"Boundary point sampling interval". However, the recognition rate may decrease if the value of this

parameter is large.

< @ OModel coordinate system<O € <&
When registering workpieces, the model coordinate system is set for the workpiece. The origin
is the workpiece center of gravity, and the X-, Y-, and Z-axis directions match the CAD data
coordinate system.
Center of
gravity

Model coordinate system
Xm, Ym, Zm
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Exporting, importing model matching data

Model matching data (workpiece registration data and parameter set) for registered workpieces can be
exported and imported. For exporting, click the [Export] button to display a Save model matching data
screen, and save the data with an arbitrary name.

Please select the Work, and add/edit of the the Parameter Set.
1 | Model Matching Data Save { =B g
Work: Parameter Set:
WworkL ] lPaam |
e C:¢Userst CT93493¥Documents
| I
I Model Matching Data Size Date Time
i
i
]
Model Matching Data: |
[ Add ] [ Rename ] [ Add ] [ Edit ]
wlndiaad[ Dlte | [ coov [ Deere |
-
s epor X mor |
L]
|

Fig. 7-136 Parameter set editing

For importing, click the [Import] button to display a Select model matching data screen, and then select the
workpiece data to be imported.

Parameter set reqgistration
For registration of the parameter set, set recognition parameters used when recognizing workpieces
registered from measured images.

By clicking the [Add] button below the parameter set list at the Workpiece registration screen, a screen for
entering the parameter set name appears. Enter an arbitrary name N°¢ ' and click the [OK] button.

Note 1: Up to 32 single-byte alphanumeric characters

Please select the Work, and add/edit of the the Parameter Set.
Work: Parameter Set:
[workr |
| Parametar Set Name [ i
M
Mew Name:
[ OK J [ Cancel ]
swesssmnnng
.
Add Rename ; Add Edit
[ Copy ] [ Delete ] [ Copy ] [ Delete ]
I

Fig. 7-137 Parameter set addition

Select the name of the added parameter set and click the [Edit] button.
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Please select the Work, and add/edit of the the Parameter Set.
Waork: L e e e
. .
LA R R ENNENNENNERNNNN]
|
lpannnnnnil]
| Add ‘ ‘ Rename | ‘ Add :| Edit ‘ .
.
| Copy ‘ ‘ Delete | ‘ Copy Tl Delete
| Expot || Import |
| Close ‘

Fig. 7-138 Parameter set editing

(a) Distance image — edge detection

The image in which straight lines are detected from the edge is displayed in the image after processing.
This processing will take a little time. Wait a short while until recognition images are updated.
When the recognition image is displayed, select "After process" option to change the image display, and

display the image for which edges were detected.

Recognition Parameter Edit

Process: |1:D'Llstance image -> edge detection hd

Please adjust the parameter. If you click the Try Recognition button, the recognition image is displayed.

Recognition Image: Work:

Parameter Set:

Parameter Setting

Parameter List:

Parameter

Smooth strength

Change Display Image:

Before Process ™ @ After Process @
| PR R RN NN

Measure

PARTS

PARAM1L

Edge extraction parameter
Recognition range X start point[pixel]
Recognition range X finish point[pixel] 1180
Recognition range Y start point[pixel] 50
Recognition range Y finish point[pixel]

Tl

Value

60
100

950
0

5

Explanation

The smaller the value
X start point (origin Ic
X finish point (origin I
¥ start point (origin I
¥ finish point (origin I
The greater the valug

3

Change

| [ Try Recognition

Fig. 7-139 Edge detection
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Table 7-32: Parameter edge detection for recognition

Parameter Unit Description Range Default setting
Edge extraction - The smaller the value, the more | 1 to 500 60
parameter detailed edge extraction is
performed, however, the speed
drops.
Recognition range X pixel | X start point (origin located at 0to 1270 100
start point Note 1 the top left corner of the screen,

right direction X+, lower
direction Y+)
Recognition range X pixel | X finish point (origin located at | 0 to 1279 1180
finish point Note 1 the top left corner of the screen,
right direction X+, lower
direction Y+)

Recognition range Y pixel | Y start point (origin located at 0 to 950 50
start point Note 1 the top left corner of the screen,
right direction X+, lower
direction Y+)

Recognition range Y pixel | Y finish point (origin located at | 0 to 959 950
finish point Note 1 the top left corner of the screen,
right direction X+, lower
direction Y+)

Smooth strength - The greater the value, the more | 0: No filter 0
noise is reduced. 1to4

Note 1: As the recognition range widens, the recognition time gets longer. Specify the range.
Upper left: Origin, Right direction: +X, Down direction: +Y.

Image X+

coordinate \».

system origin

/Box frame

Area designation
(X, Y)

Y+

Viewpoint looking down from the camera side

Fig. 7-140 Explanatory drawing for the recognition area
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By clicking the recognition image screen, an enlarged image screen appears in a pop-up window. The
window can be closed by clicking the enlarged image screen.

Recognition Parameter Edit

7R MELFA-3D Vision o=

Process: 1:Distance image -> edge detection

Please adjust the parameter. If you dlick the Try Recognif

Recognition Image:

Change Display Image: Before Process @ After Process Measure

Set | Closa

Fig. 7-141 Enlarged image

Check the enlarged image screen for the recognition image after processing to ensure that edges are
detected as in Table 7-33.
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Table 7-33: Check items for edge detection

No. Check item Remedy
1 Is the edge detected on a flat surface? If the edge is detected on a flat surface, increase
the "Edge extraction parameter” to ensure that
edges are not detected on a flat surface.
2 Is it possible to imagine the shape of the If unable to imagine the shape of the model
model image before processing from the image, reduce the "Edge extraction parameter" so
displayed edge? that the shape can be imagined from the edge.

By selecting the parameter in the parameter list and clicking the [Change] button, the parameter value can
be changed.

Recognition Parameter Edit

Process: 1:Distance image -> edge detection v‘

Recognition Image:

Parameter Change
Name:

Explanation:

T, )

Please adjust the parameter. If you click the Try Recognition button, the recognition image is displayed.

Edge extraction parameter

The smaller the value, the more detailed edge extraction is
performed, however, the speed drops (1-500) default: 60

WORKL

===

Work:

Explanation
The smaller the valug
100 X start point (origin I

Value

0]

@ After Process Measure

Change Display Image:

Before Process

1180 X finish point (origin I

50 Y start point (origin It
|

Cancel 950 Y finish point (origin I
0 The greater the valug

i 3

Saammmne 0
:_ Change l:lIryRecugmtwun

Set Close

Fig.7-142 Recognition parameter change

By clicking the [Try Recognition] button after changing the parameter value, edge detection processing is
performed again. This processing will take a little time. Wait a short while until recognition images are

updated.

(b) Edge image — Point group sampling for recognition
Select "2: Edge image — Point group sampling for recognition" from the processing step combo box. The
image in which points are sampled from edge image is displayed as the recognition image after processing.

Recognition Parameter Edit

]
Process: jE:Edge image -> Point group sampling for recognition v| n

Recognition Image:

Change Display Image:

Before Process @ After Process Measure

NSNS NSNS NNNNNNNNNNNNNNNNNNWEEE€® ]

Please au]‘ui e Ea'mFne'te'r.'[f'vﬁu'cfck'tﬁe"frv'REc'og'nEio'n TJLﬂ:t'on', The Fefoﬁlnrtmn image is displayed.

=)

Work: WORK1
Parameter Sgt: Parami
Parameter Setting
Parameter List:
Parameter Value Explanation
&xlﬂaypﬁltsauiigiltuvd The smaller the value, the

« n »

Change ‘ |Iry Recognition

Close

Fig. 7-143 Point group sampling for recognition
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Table 7-34: Parameter of point group sampling for recognition

Parameter Unit Description Range Default setting
Boundary point - The smaller the value, the more | 1 to 100 4
sampling interval characteristics are extracted,
however, the speed drops.

Check the enlarged image screen for the image after processing to ensure that points are sampled.

#% MELFA-3D Vision ——

Fig. 7-144 Point sampling successful example

(c) Point group —Tangent line detection

Select "3: Point group —Tangent line detection" from the processing step combo box. The image in which
tangent lines are detected from the edge point image appears in the recognition image after processing.

Recognition Parameter Edit @
FFEEEEEEEEEEEEEEEEENEEEEEEEEEEEEENES

Process: =

L] [ ] anm
Please adjust the parameter. If you click the Try Recognition button, the recognition image is displayed.

Recognition Image: Work: PARTS

Parameter Set: PARAM1

Parameter Setting

Parameter Value Explanation

Try Recognition

Change Display Image: Before Process (@ After Pracess Measure

Set | | Close

Fig. 7-145 Tangent line detection

Measurement and Recognition Settings 7-150



7 USING MELFA-3D VISION

While displaying the enlarged image screen of the recognition image, confirm that a straight line is detected
as in Table 7-35.

#7 MELFA-3D Vision o (2] =]

green, and the edge points are
displayed with red dots.

* The white color represents the
edge detected at the previous
process.

Fig. 7-146 Successful example of detected tangent lines

Table 7-35: ltems to be confirmed during tangent line detection

No. Check item Remedy
1 Is there a significant deviation in the position | If so, there is a possibility that XY calibration may
of the white and green edges? have been unsuccessful. Perform XY calibration
again.

(d) Recognition processing

Select "4: Recognition processing" from the processing step combo box. The result of recognition
processing is displayed as the recognition image after processing. The 3D-CAD model displayed in green is
the recognition result.

Recegnition Parameter Edit @
SN NN N NN SSNNNSSNNSENEEEEEEF
Process: o | 4:Recognition processing b :

AN SESESNSSSEENNNSNEENNNENENEEEEEN
Please adjust the parameter, and click the Set button. If you click the Try Recognition/3D Display button, the recognition image/2D image is displayed.

Recognition Image:

Work: PARTS

Parameter Sgt: PARAM1

Parameter Setting

Parameter List:

Parameter Valu *
Data Resolution .

Measured 3D-Data using ratio(%) 101
Database using size 1000.01~

Features size limit(%) I
Coarse search judge

Fine search Max iteration 1
Fine search edage(%) 50.00
Fine search judge using trans distance per iteration[mm] 0.1
Recognition tolerance[mm] 5.01

Hainht nrinrity mnda 1
4 m b

| Change | [Iry Recognition

Measure

Fig. 7-147 Recognition processing
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Table 7-36: Parameters for recognition processing

Parameter

Unit

Description

Range

Default setting

Data Resolution

Processing is performed after
reducing the image to 1/n. The
larger the value, processing is
performed at high speed,
however, accuracy drops.

1,2

2

Measured 3D-Data
using ratio

%

Percentage of measurement
data used for features
extraction. The larger the value,
the more data is used and the
more the recognition rate
improves, however, the speed
drops.

10 to 100

100

Database using size

Threshold of features reduction.
The smaller the value, the more
features are deleted and
processing is performed at high
speed, however, the recognition
rate drops.

50 to 10000

1000

Features size limit

%

The lower limit of the extracted
features size. The larger the
value, the features of smaller
size is not used, and processing
is performed at high speed,
however, the recognition rate
drops.

0to 100

Coase search judge

piece (s)

The smaller the value, the more
posture candidates are
calculated, however, the speed
drops.

3to 20

Fine search Max.
iteration

times

If a small value is entered,
emphasis is placed on the
speed, and if a large value is
entered, emphasis placed on
accuracy.

110 50

10

Fine search edge

%

Parameter to determine how
much the contour shape should
be considered for detailed
positioning of the surface fitting
base.

0.0 to 100.0

50

Fine search judge
using trans distance
per iteration

mm

Processing is terminated when
the estimated error for
translation [mm] is equal to or
lowers than the set value.

0.01t0 1.0

0.1

Recofnition tolerance

mm

Set the alignment torelance
between the CAD model and
3D scan data.

0.1t010.0

5.0

Height priority mode

If this parameter is 1, the
workpiece in the high position is
preferentially recognized.

0: Score
priority
1: High
priority

Workpiece protruding
ratio

%

The workpieces that the area
that does not protrude from the
recognition area is greater than
or equal to the specified ratio
become the recognition target.

50 to 100

50
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Parameter Unit Description Range Default setting
Fitting area ratio % The workpieces that the area 50 to 100 90
that not hidden by other
workpieces is greater than or
equal to the specified ratio
become the recognition target.

Rotationally - Specify the shape of rotationally | O: Irrotational | O
symmetrical symmetrical workpiece. 1: Cylinder
workpiece: Shape (If the cuboid is specified, the 2: Cuboid
rotationally symmetrical axes 3: Square
are x-axis and y-axis.) prism
4: Reqular
hexagonal
prism
Rotationally - Specify the rotationally 0: X-axis 0
symmetrical symmetrical axis of the 1: Y-axis
workpiece: Axis workpiece on the work 2: Z-axis

coordinate system.

(If the shape is the irrotational
symmetrical or cuboid, the
setting of this parameter is

ignored.)
The number of initial | Pieces Set the number of recognition 1 to 200 10
candidates candidates as initial candidates.
The number of Pieces | Set the number of recognition 1t0 10 1
recognition result candidates to be finally

calculated.

(This parameter does not affect
the recognition time.)

Table 7-37: ltems to be confirmed during recognition processing

No. Items to be confirmed Countermeasure
1 Check that the workpiece is not recognized | When the same workpiece is recognized several
several times. times, change the value of the parameter "The
number of recognition result" to 1.

Check the enlarged image screen for the recognition image or the 3D display screen displayed by clicking
the [3D Display] button to confirm whether the position and posture for the measured workpiece and
recognition result match.

#B MELFA-3D Vision = [-E ]

Fig. 7-148 Recognition processing successful example (2D display)
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K Recognition 3D Image ERECE

A smaller value
indicates that the
result is satisfactory.

[
Score: W

n JE——
2.00 Cose |
Basnnna®

Fig. 7-149 Recognition processing successful example (3D display)
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If there are no problems with the recognition time or recognition result, click the [Set] button and then close
the Model-less recognition user settings screen. If wishing to change the parameter set name, change the

parameter set field and then click the [Set] button.

Recognition Parameter Edit

Process: |4:Recogn'rtion processing '|

Recognition Image:

Measure

Please adjust the parameter, and click the Set button. If you click the Try Recognition/3D Display button, the recognition image/3D image is displayed.

=

PARTS

SEEEEEEEEEEEEEEEEEEEEEE
Parameter Sgt: g PARAML :
SEEEEEEEEEEEEEEEEEEEEEE

Work:

Parameter Seffing

Parameter List:

Parameter Valu *
Data Resolution i
Measured 3D-Data using ratio{%) 101
Database using size 1000.01
Features size limit(%) I
Coarse search judge

Fine search Max iteration 11
Fine search edge(%) 50.01
Fine search judge using trans distance per iteration[mm] 0.1
Recognition tolerance[mm] 5.01

Hainht nrinrity mnda 1
€ i 3

| Change ||IryRec0gn'rti0n

S EEEEEEE,
S e
L}

0 Close

Fig. 7-150 Parameter set setting

Workpiece list reqgistration

The following screen is used to create a workpiece list (Table 7-28). Click the [Register Work List] button,
and then click the [Add] button at on the left of the Workpiece list registration screen that appears. A
workpiece list name N°t¢ ' entry screen appears. Enter an arbitrary workpiece list name and click the [OK]

button.

Note 1: Up to 32 single-byte alphanumeric characters

Please select the Work List, and add/edit of the Recognition Object.
Work List: Recognition Object:
. MNo.  Work Parameter Set
Work List Setting LX)
Work List Name [-é&-,'
1 Register Work J °
-
.
| Register Work List s New Mame: | Cw
EE NS S EEEEEEEEEEEEEEEEEESN | |
Down
Close | [ oK ] | Cancel
.Illllllllll.
HET L | add || Edt || Deete |
. P
| Rename H Delete Set
| Close |

Fig. 7-151 Workpiece list registration
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By then clicking the [Add] button on the right of the Workpiece list registration screen, a Recognition target
addition screen appears. Select the workpiece and parameter set combination from the drop-down list, and

then click the [OK] button. By repeating this

process, a list of recognition targets to be registered in the

workpiece is created.

Please select the Work List, and add/edit of the Recognition Object. I
Work List: | Recognition Object:
m,qdd Recognition Object g1
' Work: |WORK1 -
H
Parameter Set: ’Paraml v] Up I
Down I
| [ oK ] [ Cancel ]
[ add || cooy | [ add | Ede |[ Delere | !
[ Rename H Delete ] T Set l
Close i

Fig. 7-152 Recognition target addition

By clicking the [Set] button, the created workpiece list is registered.

.
Register Work List
Please select the Work List, and add/edit of the Recognition Object.
Work List: Recognition Object: - g
WORKLIST | | No.  Work Parameter Set
l |
! 2 WORK2 Paraml
|
[ as [ oow ]
' Rename ] [ Delete ]

Fig. 7-153 Recognition target list

Measurement and Recognition Settings 7-156



7 USING MELFA-3D VISION

If changing the list order, select the row for the list No. to be changed from the list, and move the row by

clicking the [Up] and [Down] buttons.

Register Work List

I, =

Please select the Work List, and add/edit of the Recognition Object.

Work List: Recognition Object:
MNo.  Work Parameter Set
L Jworkt  JPaami |
2 WORK2 Paraml
[ add || cooy | [ agdd || Edt |[ Delete

| Rename || Delete

Checking the recognition results

Fig. 7-154 List order change

Change the position of the workpiece in the measurement range, or increase the number of workpieces.
Click the [Measure] button to perform measurement. Then, select the workpiece list and the recognition
target, and click the [Recognize] button. The recognition result with the best score from the recognized
workpieces appears in the result field, and the image is displayed in green in the Recognition result screen.
The recognition result is the model coordinate system position and posture viewed from the camera

coordinate system (see Fig. 3-14).

By clicking the [Display List] button, other recognition results can also be viewed. Please note that the
results are displayed in the list in order from the higher score.

< @ ORecognition resultd € O

The recognition results of X, Y, and Z components represent the model coordinate system
origins, and the A, B, and C components represent the model coordinate system posture
(rotation around Z-axis — around Y-axis — X-axis in this order) against the camera coordinate

system.

Camera
coordinate
system
Xc, Yc, Zc

A ZC

Recognition result = (X, Y, Z, A, B, C)
0,0,0

= (40, 50, -70, 0,

Workpiece

Model
coordinate

system
Xm, Ym, Zm

< @ OWorkpiece list and recognition targetO € <&
The workpiece list specified here is saved to the job. The recognition target is specified with the
V3Run command (see 8.1) when executed with the robot program.

,-90)
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I£

Measuring Result Recognition Result
Display style: 2D ~ Display style: 2D -~ hd
Working Area ID: | 1~ Live
-ll----llll- /

Calibration Data; | CALIBO Select... = Run selected Job =4’-| Run selected Job

= = CpEEEEEEEEEET

Measuring Recognition

1. Distance to Stand: 540.00 |[mm] Method: Modelmatching w

2. Depth of Measurement: 60.00 [mm] (X) Work List: | CNUSER ~

3. Exposure time: 4.00 [mgec] (Y] Target: (1) CNUSER : PARAM1 w

[Isave jmage: Set Work List...

[INot capture Measure About Measure
.IIIIIIIIIIII.

Result: (37.81, -35.16, -519.34, 4.71, 1.01, 54.93)(37.81, -35.16, -539. Display List 2

#7 Recognition result list
Recognition position list

(Camera) (Robot)

# X[mm] Y[mm] Z[mm] A[deg] B[deg] C[deg] X[mm] Y[mm] Z[mm] A[deg] B[deg] C[deqg]
1 37.81 3516 -519.24 4.71 101 54.92 37.81 -35.16 -519.34 471 101 54.93
2 2229 20.26 -518.21 -0.47 128 -134.43 -23.29 20.26  -518.21 -0.47 1.28 -134.43
3 -35.37 -37.33  -519.05 -10.79 -3.45 99.33 -35.37 -37.33 -519.05 -10.7¢ -3.45 99.33
4 32.41 28.09 -518.13 -10.88 144  122.44 32.41 28.09 -518.13 -10.88 144 12244

Close

* For the camera coordinates, refer to "3.4.4 Camera coordinate system".

For the robot coordinates, refer to the instruction manual "Detailed explanations of
functions and operations".

Fig. 7-155 Checking the recognition results

Click the [Run selected Job] link and proceed to the job execution after the adjustment.
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7.12.3.3. Job Execution

By clicking the [Run] button in the Job execution screen, the created job can be executed. Measurement
and recognition are only performed when the [Run] button is clicked if the respective check boxes adjacent
to the measurement and recognition items are selected. If, for example, the recognition check box is
cleared and only the measurement check box is selected, only measurement will be performed when the
[Run] button is clicked. If, however, performing recognition only, it is necessary that measurement data is
entered beforehand in the specified workspace ID.

Result

Display style: |2D « b
Working AreaID: |1 -
Calibration Data: ~ CALIBL Edit selected Job
V| Measure V| Recognize
1. Distance to Stand: 300.00 [mm] Method: Modekess
2. Depth of Measurement: 45.00 [mm]
3. Exposure time: 3.00 [msec]
Result: X: 8.72, Y: 38.55, Z: 479.92, A: 180.00, B: 0.00, C: 87.00 | Display List

Fig. 7-156 Confirmation of recognition results
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If trying to execute an existing job, by clicking [Start Up] - [3. Measuring/Recognition] - [3-3 Run Job] in the
guidance menu, a Job selection screen appears. Select an existing job to display the Job execution screen.

MELFA-3D Vision - 1: 2F-3DV52-UNIT [3. Measuring/Recognition - JOB1] — O
MELFA-3D Vision Help

X

4

Setup

1. Connect Setup
1-1 Camera

1-2 Robot

2. Calibration

2-1 Hewr

2-2 Edit

3.1ab

3-1 New

3-2 Edit

3-3 Run

Monitor
Measuring/Recognition Result
Maintenance

Backup
Restore

Back to Top

Result

Display style:

14

Working Area ID:

Job
i : | CALIB1 Edit selected Job
Name ste  Wethod Fomi e
Measure Recognge ————
JoB2  Usable Modelmatching 1. Distance to Stand: 300.00 [mm]  Method: ModeHess
2. Depth of Measurement: 45.00 [mm]
3. Bxposure time: 4.00 [msec]
g 5
Camera Robot Calibration 1gh Result: | H Display List |

Model-less recognition

MELFA-3D Visicn - 1: 2F-3DVS2-UNIT [3. Measuring/Recogniticn - JOB2Z] - [m] x
MELEA-3D Vision Help

4

Setup

1. Connect Setup
1-1 Camera
1-2 Robot
2. Calibration
2-1 Newr
2-2 Edit
3.Job

3-1 Newr
3-2 Edit

3-3 Run

Monitor

Measuring/Re cognition Result

Maintenance
Backup
Restore

Back to Top

Result

Status:

Display style: |2D ~ b
sode: [B8 B >
Working Area ID:
Job
i : | CALBL Edit selected Job
Name swte  Method e
JOB1  Usable Modekless A Measure Rrecognige
1. Distance to Stand: 300.00 |[mm] Method: Model-matching
2. Depth of Measurement: 45.00 [rmm] (X) Work List: | 111
3. Exposure time: 400 ey () Target: (MNone) ~
Run
< >
Camera Robot Calibration Job Result: | H Display List |

Model matching recognition

Fig. 7-157 Existing job execution
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7.12.4. Editing and deleting jobs

Editing existing jobs

If editing an existing job, click [Startup] - [3. Measurement/recognition] - [3-1 Edit job] to display a Select job
screen, select the job to be edited, and then click the [Select] button.
For each item on the Select Job screen, refer to "Table 7-4 Information displayed on the properties monitor

(job)".

Changing the job name

Select Job

Job List:

]

Name State Method
JOB1 Usable

Calibration

[

Select l [ Cancel ]

Fig. 7-158 Job selection

If changing the job name, select the job tab in the Properties window, right-click the applicable job name,
and then click [Rename] in the context menu that appears to change the name.

Job

la)% fesbia

MNew
Edit
Run

Deleting jobs

Hame State Method Calbra

>

Camerz | Robot | Calbration | Job

-

Rename

==

Hew name:

10B 1]

[ Rename ][ Cancel

L%

Fig. 7-159 Changing the job name

To delete a job, click [Delete] in the context menu. However, jobs that are being edited cannot be deleted.
To close the Edit screen, click [MELFA-3D Vision] - [Close job] on the menu bar.
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7.13. Picking
7.13.1. Hand claw shape

Hand Part b
E: _‘l arts supply box
//

—_—

When using model-less recognition, it is necessary to pay attention to the following points when designing
the hand claw in order to avoid interference with the parts supply box as shown in the above drawing.

@ The claw should be longer than the height of the parts supply box.

@ The claw thickness should be uniform.

X O O X
If the claw is longer than the height of the parts supply box, the upper part of the hand will not interfere with
the box, however, if the claw thickness is not uniform as shown in the drawing in the upper right, the upper
portion of the claw may interfere with the box when picking parts from the edge of the box. It is therefore
necessary to make adjustments to avoid claw and parts supply box interference by making the claw
thickness uniform, or by setting a recognition area sufficiently away from the wall of the parts supply box.
Furthlertr)nore, interference can also be avoided by setting the recognition setting area smaller than the parts
supply box.

7.13.2. Camera head installation method for model-less recognition

Camera head /D:I;J

¥

X

Make the camera head's line of sight direction (direction viewed by camera) perpendicular to the bottom of
the parts supply box. As shown in the drawing above, if the bottom and the line of sight direction are not
perpendicular to one another, workpiece recognition may fail, resulting in collision of the hand claw with the
bottom, or malfunction of the residual amount detection.

Rob
Camerahead — /
: —
/

Parts supply box

ot
Hand
o

L—

Parts supply box —]

O X

Furthermore, if the hand entry direction to perform the take-out operation does not match the 3D camera's line of
sight direction as shown in the drawing in the above right, the hand may collide with the parts supply box.
Therefore, align the hand entry direction for picking with the line of sight direction.
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7.13.3. Tool settings

For tool settings, perform setting of the X, Y, and Z components first, and then the A, B, and C component.
The setting procedure is as follows. For details of general information on tools, refer to the separate
"Instruction Manual/Detailed Explanations of Functions and Operations".

7.13.3.1. Setting the X, Y, and Z components

Set using the "Tool automatic calculation function". The "Tool automatic calculation function" is used to
automatically calculate the tool length by teaching the same points in three to eight points against the
position to be set as a control point, allowing the tool parameter (MEXTL) value to be set.

With the tool mounted, teach the same point in 3 to 8 points for the setting.

Fig. 7-160 Tool automatic calculation overview

The tool automatic calculation function is used with RT ToolBox3 connected to the robot controller. Select
[Online] - [Maintenance] for the applicable project from the project tree, and then double-click [Tool
automatic calculation].

I ace x E2 Tool automatic calculation 1:RG1 l
= == Factory Line#1 -_—m
20 Monitar
H Rl v | [1:Rv-2FD
+ [3] Offine
= Cnline Tooll n
RW-2F-D
E Prograrn MEXTL1 0.00 0.00 0.00 0.00 0.00 0.00
-3 Parameter
* MD.r‘lltDr Aliary pairt X ' E
= Ma|ntgnance [ 1 point 0.000 0.000 0.000
OF'C-_"W Data [] 2 paint 0.000 0.000 0,000
Initialize [ 2 point 0.000 0,000 0.000
Maintenance Forecast [] 4 point 0.000 0.000 0.000
Position repair LNJ | O 5 point 0.000 0.000 0.000
"o} 100l automatic calculation |: [ & paint 0.000 0.000 0.000
- | Servo n O 7 point 0.000 0.000 0.000
Passwiord Setup [ & paint 0.000 0.000 0.000
File Manager
* Board Uses calculation
+ Backup
* Tool Calculated tool coordinate
Presurned error (mm)
Error

Fig. 7-161 Starting tool automatic calculation
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Perform tool automatic calculation using the following procedure.

(1) Select the target robot <a> and the tool number <b>.

(2) Move the robot with the tool mounted. After selecting the line of "Auxiliary point list" <c>, click the [Teach
selection line] button <d>. Teach the same position in three points or more from different postures
against the position to be set as a control point.

(3) By clicking the [Error information] button <f>, it is possible to check the presumed error of the calculated
tool length. If the presumed error does not lie within the permissible range, return to (2) and increase the
number of auxiliary points used for calculation.

(4) When a value is set to the "Calculated tool coordinate”, the [Write] button <e> becomes active. By
clicking the [Write] button <e>, the tool parameter (MEXTL) is written to the robot controller.

ER Tool automatic calculation 1:RC1 g@@

o~ T

N

Robotl | L RV-ZF-D
\ b | Tooll v
MEXTL1 0.00 0.00 0.00 0.00 0.00 0.00
Auiliary point X il Z
<C> r 1 point 270.070 0.000 504.650
\ pclnt 166,310 65710 444,280
3 point -150.000

.<. [ 4 paint 0.000 0.000 0.000
[ 5 paint 0.000 0.000 0.000
[ & paint 0.000 0.000 0.000
[ 7 paint 0.000 0.000 0.000
" [ & point 0.000 0.000 0,000

Uses calculation /<d>
Teach
selection line

Calculated tool coordinate

3.17 0.32 149,16 0.00 0.00 0.00
<e>
Presurned efror (rrm) /<f> e —
Sl Wiite
.90 information ] -
Error Information SJ
Gap from teach point
Aupliary point % b Z
1 point -1330 0.080 -0.030
2 paint 2,520 0,990 0.570
3 point -1.170 -1.070 -0.540
4 point 0.000 0.000 0.000
> 5 point 0.000 0.000 0.000
6 point 0.000 0.000 0.000
7 paint 0.000 0.000 0.000
8 point 0.000 0.000 0.000

Fig. 7-162 Performing tool automatic calculation

< @ O Teaching points O € <&

* Teach the position by greatly changing the posture of the robot. If similar postures are used (only the
A axis differs, for example), the tool coordinate may not be calculated.

* For model-less recognition, teach the same point against the origin of the hand coordinate system.
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7.13.3.2. Setting the A, B, and C components
Set the tool A, B, and C components so that the tool coordinate system posture matches the hand
coordinate system posture.

Mechanical 'Qﬁfearﬁe coordinate | ES=A ) XI In the example shown on the left where the

Xf Yf Zf =B Z-axis direction is inverted, by setting the A,
— Yf B, and C components of the tool as shown

""" below, the tool coordinate system and hand
RREEEEL S, coordinate system posture match.

"E _____ (A, B, C) = (0, -180, 0)

Hand coordinate system
""" ! V7Rl Xt, Yt, Zt

Fig. 7-163 Tool A, B, and C component setting example

< € O>When model-less recognition is used<O € <&

*Based on the value set for the recognition parameter posture output mode, the Z-axis direction of the
hand coordinates system matches the Z-axis direction of the mechanical interface coordinates system.
(Refer to Table 7-24 Recognition parameters)

/N CAUTION

It should be noted that by setting the A, B, and C components, the Z-axis direction is reversed from the
tool coordinate default value. Therefore, the approach distance and pullout distance (Mvs only) direction
specified with Mov and Mvs will also change.
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7.13.4. Creating robot programs
7.13.4.1. Model-less recognition
Grip operation

— [
- -— &
Robot — | . ==
I ﬁ/ Hand
Parts supply box —1—
Hand pdstﬁré arlignment Entry and grip Taking out

To perform picking, control the robot in three separate phases as shown below.

(1) Align the hand posture (hand posture alignment) by the time it moves over the parts supply box.
(2) Move the hand perpendicularly to the floor (entry and gripping).
(3) After picking, move the hand in the direction opposite to the entry direction (taking-out operation).

If the hand approaches the parts supply box during position alignment, the hand may interfere with
surrounding workpieces in the course of entry and displace positions of the workpieces, resulting in
unsuccessful picking. Therefore, by moving the hand to enter the box from the line of sight direction,
minimum interference with workpieces is assured to achieve stable picking.

A sample program is shown below.
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Bulk picking using hand eye

B Operation details

Gripping and delivery of bulk loaded workpieces

e The hand moves to the measurement position, JOB 1 is executed for measurement and recognition.
The hand moves to the hand posture alignment position.

The hand moves to the workpiece grip position and grips the workpiece.

The workpiece is taken out.

The workpiece is delivered.

/N CAUTION 1

Since checking of interference with surrounding objects when gripping a workpiece is not
performed, load workpieces in bulk on a flat surface without using a parts supply box when the
posture output mode 2, 4, 5, or 6 is selected.

m Program example <Sample Program JMLH.prg>
* This program is for the RV-F/RV-FR series.
When using the program in the RH-F/RH-FR series, refer to Note 3.

'[Connection to MELFA-3D Vision]

If M_Open(1) <> 2 Then 'If vision sensor No. 1 is not capable of measurement
V30pen "COM2:" As #1 '‘Connect to vision sensor connected to COM2:, and set number to 1.

EndIf

Wait M_Open(1) = 2 'Connect to vision sensor No. 1 and wait until measurement is possible.

'[Measurement and recognition]

*CapAndRecg

Mov PCap 'Move to measurement position (position shown in drawing above).

Dly 1 'Wait for robot tip vibrations to subside.

V3Run #1,"JOB1",1, 1, 1, 1, 1 'Execute "JOB1" Note 1,

*Loop1:If M_V3Rsilt(1) < 0 Then Goto *Loop1  'Wait until result received from MELFA-3D Vision.

If M_V3Rslt(1) <> 0 Then Error 9100 'Output error 9100 if unsuccessful.

MNum = M_V3Num(1) 'Store recognition count in MNum.

If MNum = 0 Then Goto *FIN 'Recognition count is 0 and therefore finished.

PRcg = P_V3Pos(1, 1) 'Recognition result acquisition Note 2

Picking 7-167




7 USING MELFA-3D VISION

'[Hand posture alignment position and workpiece grip position calculation]

PRot = P_Zero

If Deg(PRcg.C)>+90 Then PHNnd.C = -180DEG 'Corrected value to prevent camera head collision Note 2
If Deg(PRcg.C)<-90 Then PHnd.C = +180DEG 'Corrected value to prevent camera head collision Note 2
R et Hand posture alignment position calculation ---------

PAp = PRcg
PAp.Z = 150 'Substitute the height of space above the part supply box.
PAp = PAp * PHnd 'Calculate the alignment position of hand postures.

If Deg(PRcg.A)>+0 And Deg(PRcg.A)<+135 Then PAp.A = +135DEG 'Correction to prevent peripheral
interference Nete 3

If Deg(PRcg.A)<-0 And Deg(PRcg.A)>-135 Then PAp.A=-135DEG 'Correction to prevent peripheral
interference Nete 3

If Deg(PRcg.B)>+45 Then PAp.B = +45DEG 'Correction to prevent peripheral interference Note 3

If Deg(PRcg.B)<-45 Then PAp.B = -45DEG 'Correction to prevent peripheral interference Note 3

et Entry/grip position calculation ----------

PGet = PAp

PGet.Z = PRcg.Z - 20 'PRcg.Z is the position on top of the workpiece, and

therefore the amount of claw penetration is subtracted Note 4,

'[Move to hand posture alignment position and workpiece grip position, and grip workpiece]

Mvs PAp '(1) Hand posture alignment

Mvs PGet '(2) Entry, grip

Dly 0.5

HClose 1

Dly 0.5

Mvs PAp '(3) Taking out

'[Move to workpiece delivery position, and deliver workpiece]

Mov PRel

Dly 0.5

HOpen 1

Dly 0.5

GoTo *CapAndRecg

*FIN

V3Close #1 'Disconnect from vision sensor connected to COM2.

Hit

End

Note 1: The camera installation type set in the calibration data must be "Hand".

Note 2: Indicates the correction value to prevent the camera head from colliding with the robot arm. The
correction value differs depending on the relationship between the camera and hand postures or
measurement posture.

Note 3: When using the RH-F/RH-FR series robot, change these four lines into comments.

Note 4: Set the thrust amount to roughly three fourths of the workpiece height.
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Bulk picking using fixed camera

B Operation details

Gripping and delivery of bulk loaded workpieces

e The robot moves to the escape position.

JOB1 is executed for measurement and recognition.

The hand moves to the hand posture alignment position.
The hand moves to the workpiece grip position and grips.
The workpiece is taken out.

The workpiece is delivered.

~/N\ CAUTION ~

Since checking of interference with surrounding objects when gripping a workpiece is not performed,
load workpieces in bulk on a flat surface without using a parts supply box when the posture output mode
2,4,5, or 6 is selected.

\ J

B Program example <Sample Program JMLF.prg>
*This program is for the RV-F/RV-FR series.
When using the program in the RH-F/RH-FR series, refer to Note 2.

'[Connection to MELFA-3D Vision]

If M_Open(1) <> 2 Then 'If vision sensor No. 1 is not capable of measurement

V30pen "COM2:" As #1 'Connect to vision sensor connected to COM2: and set number to 1.
EndIf
Wait M_Open(1) = 2 'Connect to vision sensor No. 1 and wait until measurement is possible.
While 1

'[Measurement, recognition]

Mov PEva 'Move to escape position.

V3Run #1,"JOB2", 1,1, 1, 1,1 'Execute "JOB2" Note 1,

*Loop1:If M_V3Rslt(1) < 0 Then Goto *Loop1 'Wait until result received from MELFA-3D Vision.

If M_V3Rslt(1) <> 0 Then Error 9100 'Output error 9100 if unsuccessful.

MNum = M_V3Num(1) 'Store recognition count in MNum.

If MNum = 0 Then Goto *FIN 'Recognition count is 0 and therefore finished.

PRcg = P_V3Pos(1, 1) 'Recognition result acquisition Note 2

'[Hand posture alignment position and workpiece grip position calculation]
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------------ Hand posture alignment position calculation ----------

PAp = PRcg

PAp.Z = 150 'Substitute the height of space above the part supply box.

If Deg(PRcg.A)>+0 And Deg(PRcg.A)<+135 Then PAp.A= +135DEG  'Correction to prevent peripheral
interference Note 2

If Deg(PRcg.A)<-0 And Deg(PRcg.A)>-135 Then PAp.A = -135DEG 'Correction to prevent peripheral
interference Note 2

If Deg(PRcg.B)>+45 Then PAp.B = +45DEG 'Correction to prevent peripheral interference Note 2

If Deg(PRcg.B)<-45 Then PAp.B = -45DEG 'Correction to prevent peripheral interference Note 2
lemmmm - Entry/grip position calculation ----------

PGet = PAp

PGet.Z = PRcg.Z - 20 'PRcg.Z is the position on top of the workpiece, and

therefore the amount of claw penetration is subtracted Note 3,
'[Move to hand posture alignment position and workpiece grip position, and grip workpiece]
Mvs PAp '(1) Hand posture alignment
Mvs PGet '(2) Entry, grip
Dly 0.5
HClose 1
Dly 0.5
Mvs PAp '(3) Taking out
'[Move to workpiece delivery position, and deliver the workpiece]
Mov PRel
Dly 0.5
HOpen 1
Dly 0.5
Mvs PAp
WEnNd
*FIN
V3Close #1 'Disconnect from vision sensor connected to COM2.
Hit
End

Note 1: The camera installation type set in the calibration data must be "Fixed".
Note 2: When using the RH-F/RH-FR series robot, change these four lines into comments.
Note 3: Set the thrust amount to roughly three fourths of the workpiece height.
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7.13.4.2. Model matching recognition

Grip posture teaching

The workpiece recognition position and the grip position for model matching recognition are different.
Therefore, it is necessary to calculate a correction vector to correct the deviation beforehand. The
correction vector calculation method is described below.

*Model matching recognition is available only for RV series.

(1) Obtain the grip position by moving the hand claw or the suction pad to the intended workpiece grip
position.

(2) Obtain the recognition position by moving the hand to the measurement position and performing
workpiece measurement and recognition.

(3) Calculate the correction vector by multiplying INV (recognition position) by the grip position.

=

+ Hand
Recognition Correction
position vector

<+ >

Grip position

Robot origin

..............................................

(2) Move to the measurement

(1) Move to the grip position and position and perform recognition.

perform teaching.

(3) Calculate the correction vector.

Fig. 7-164 Correction vector calculation

It should be noted that the workpiece has various postures such as facing sideways or reversed. Therefore,
there is a position in which the workpiece can be gripped easily for each posture, even if the workpiece itself
is the same. Consequently, it is necessary to find the correction vector from the grip position corresponding
to the recognition position at each posture. Therefore, repeat the above procedure (a) to (c) to calculate the
correction vector for each of multiple stable postures of the workpiece.

“ LT A

Fig. 7-165 Correction vector calculation

Please note that correction vectors can be calculated using sample program JMMP.prg contained in the
provided CD-ROM.
(a) Teach the measurement position (PCap) and then execute sample program JMMP.prg.
* Connect to MELFA-3D Vision and then stop at the temporary stoppage line.
(b) Place the workpiece in the measurable area, jog the robot to move the hand claw or the suction pad to
the grip position, and then teach the current position to PG_CATCH(n).

< @ OTeaching precautions O € O

Perform PG_CATCH(n) teaching as follows so that the program execution line does not return to the

beginning.

[R3xTB] Perform teaching in the position editing screen and then save.

[RT ToolBox3] Perform teaching, clear the command line check box at the write items for saving of
the program, and then save.

[R5XTB] Perform teaching in the position editing screen, and then save without changing the program.
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(c) Execute sample program JMMP.prg. By doing so, the robot moves to the measurement position, and
after performing workpiece measurement and recognition, the correction vector (PMAT(n)) is
calculated by multiplying INV (recognition position) by the grip position.

Change the workpiece posture and repeat (b) and (c) for the number of possible postures.

mProgram example <Sample Program JMMP.prg>

'TArrangement declaration]

Dim PMAT(10) 'Correction vector * Change number of elements based on number of grip positions.
Dim PG_CATCH(10) 'Grip position * Change number of elements based on number of grip positions.
'[Connection to MELFA-3D Vision]
If M_Open(1) <>2 Then 'If vision sensor No. 1 is not capable of measurement

V3Open "COM2:" As #1 'Connect to vision sensor connected to COM2: and set number to 1.
EndIf
Wait M_Open(1) = 2 '‘Connect to vision sensor No. 1 and wait until measurement is possible.
'[Correction vector calculation]
For MNO =1 To 10 'Loop for the number of grip positions to be taught.

Hit "Temporary stop

Mov PCap 'Move to measurement position.

Dly 1 'Wait for robot tip vibrations to subside.

V3Run #1,"JOB1", 1,1, 1, 1,1 'Execute "JOB1"

*Loop1:If M_V3Rslt(1) < 0 Then Goto *Loop1 'Wait until result received from MELFA-3D Vision.

If M_V3Rslt(1) <> 0 Then Error 9100 'Output error 9100 if unsuccessful.

MNum = M_V3Num(1) 'Store recognition count in MNum.

If MNum = 0 Then Goto *FIN 'Recognition count is 0 and therefore finished.

PVSDATA = P_V3Pos(1, 1)

PMAT(MNO) = Inv(PVSDATA) * PG_CATCH(MNO) 'Correction vector calculation
Next
*FIN
V3Close #1 'Disconnect from vision sensor connected to COM2.
Hit
End
Picking

Perform picking by the following procedure using the correction vector calculated beforehand.

(1) Move to the measurement position, perform workpiece measurement and recognition, and obtain the
recognition position.
(2) Use the correction vector (N) to calculate all grip position candidates (N) based on the recognition
position.
Grip position candidates (N) = grip position x correction vector (N)
(3) Compare the teaching grip position (N) and the grip position candidate (N) according to the following
conditions, and then select the execution grip position.
<Selection conditions>
* Within operating range ¢ Smallest difference in angle between teaching grip position postures
* Within permissible gripping angle
(4) Move to the execution grip position and grip the workpiece.

Min. angle difference
Within permissible angle range

Out of permissible angle range

Out of permissible
angle range

Out of movement range

Out of permissible
angle range

Outside movement range

Move to execution grip position.

Fig. 7-166 Movement to where the robot grasps a workpiece
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A sample program is shown below.

Random picking

W Operation details

Gripping and delivery of bulk loaded workpieces

e The hand moves to the measurement position, and JOB 1 is executed for measurement and
recognition.

e The execution workpiece position is selected from the grip position candidates obtained using the
workpiece recognition position and correction vector.
The hand moves to the execution grip position and grips the workpiece.

e The workpiece is taken out.

e The workpiece is delivered.

— /N CAUTION

Since checking of occurrence of interference with surrounding objects for gripping of workpiece is not
performed, do not use a parts supply box and load workpieces in bulk on a flat surface.

mSample program <Sample Program JMMH.prg>

'TArrangement declaration]

Dim PMAT(10) ‘Correction vector: Enter correction vector calculated beforehand.
Dim PG_GRASP(10) ‘Grip position candidate
Dim PG_CATCH(10) ‘Teaching grip position
Dim MFLAG(10) ‘Within operating range flag
'[Variable initialization]
MDEG = 20 '‘Angle threshold between teaching position and recognition grip position
'[Connection to MELFA-3D Vision]
If M_Open(1) <> 2 Then 'If vision sensor No. 1 is not capable of measurement
V3Open "COM2:" As #1 '‘Connect to vision sensor connected to COM2: and set number to 1.
EndIf
Wait M_Open(1) = 2 '‘Connect to vision sensor No. 1 and wait until measurement is possible.
While 1
'[Measurement, recognition]
Mov PCap 'Move to measurement position.
Dly 1 'Wait for robot tip vibrations to subside.
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V3Run #1,"JOB1",1,1,1, 1,1 'Execute "JOB1" Note 1.

*Loop1:If M_V3Rslt(1) < 0 Then Goto *Loop1  'Wait until result received from MELFA-3D Vision.
If M_V3Rslt(1) <> 0 Then Error 9100 'Output error 9100 if unsuccessful.

MNum = M_V3Num(1) 'Store recognition count in MNum.

If MNum = 0 Then Goto *FIN 'Recognition count is 0 and therefore finished.
PVSDATA = P_V3Pos(1, 1) 'Acquire recognition result.

'[Operating range check]

MY02CHK =0

FORMI=1TO 10
PG_GRASP(MI) = PVSDATA * PMAT(MI)
MFLAG(MI) = PosCq(PG_GRASP(MI))
MY02CHK = MY02CHK + MFLAG(MI)
NEXT MI
IF MYO02CHK = 0 THEN Error 9110 'Output error 9110 if all grip positions lie outside the operating range.
'[Selection of grip position candidate for which difference in posture angle from teaching grip position is smallest]
MIPMIN = -2
FORMI=1TO 10
IF MFLAG(MI) = 1 THEN
PCATCH = PG_CATCH(MI)
PGRASP = PG_GRASP(MI)
MIP = Dot(PCATCH, PGRASP)
'Convert specified position coordinates to unit vector and obtain inner product.
IF MIP > MIPMIN THEN
PG_PICK = PG_GRASP(MI)
MIPMIN = MIP
Endif
Endif
NEXT MI
'[Check of difference in angle from teaching grip position]
MTHRE = Cos(Rad(MDEG))
IF MIPMIN < MTHRE THEN Error 9120
'Output error 9120 if angular difference between teaching grip position and grip position exceeds threshold.
'[Move to workpiece grip position ad grip workpiece]
Mov PG_PICK, -30
Mvs PG_PICK
Dly 0.5
Hclose 1
Dly 0.5
Mvs PG_PICK, -30
'[Move to workpiece delivery position, and deliver workpiece]
Mov PRel, -30
Mvs PRel
Dly 0.5
HOpen 1
Dly 0.5
Mvs PRel, -30
WEnd
'[Termination processing]
*FIN
V3Close #1 '‘Disconnect from vision sensor connected to COM2.
Hit
End

Note 1: See 8.1
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7.13.5. Operation check

7.13.5.1. Monitoring

Jobs being executed are monitored. By clicking [Monitor] - [Measuring/Recognition] in the guidance menu
at the MELFA-3D Vision setting screen, a Measurement/recognition results screen appears.

| % MELFA-3D Vision - 1: 2F-3DVS2-UNIT [2. Calibration - CALIB1]

(2) Guidance menu

Sef up

1. Connect Setup
1-1 Camera

1-2 Robot

2. Calibration

2-1 New

2-2 Edit

3. Job

3-2 Edit
3-3 Run

onior
Measuring/Recognition Resuft

Maintenance
Backup \
Restore

Back to Top

Status: Connected
Mode:  Calbration v
Calibration

Name Camera ID RobotID Pr

£ >

Camera Robot Calibration Job

znew | Measuring/Recognition

09 MELFA-3D Vision - 1: MELFA-Eye Control Unit [Measuring/Recognition Result]

<< Back !2

Monitor
Measuring/Recognition Result

s

[ camera | Robot [ Calbration| 305 |

(5) Setting/operation field

Fig. 7-167 Measurement and recognition results

The monitoring target can be selected from the following three.

Table 7-38 Monitoring types

ltem Description
Active Job Monitors measurement and recognition results for the job currently
being executed.
Specified Job Monitors measurement and recognition results only for specified jobs.
Specified Working Monitors measurement and recognition results stored in specified
Area ID workspaces.

By selecting one of the above and clicking the [Start] button, monitoring is started.

Please note that two targets can be monitored simultaneously by selecting the "Two-division display" check

box.

Job
Name State Method
JOB1 Usable Modelmatching
JOB2 Usable Modekless
J0B3 Usable Modekmatching Display style: >
I Measuring/Recognition Result
Montor: [ Stat || ] (sl Display
Screen 1 Screen 2
@ Active Job @ Active Job
1 w1 » () Spedified Job: JOB1 Specified Job: JOB1
- ©) SpecBadilarkng Acas T0. 1 Shacfaddiagking Area ID:
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7.14. Maintenance

7.14.1. Backup and restoration
Information stored inside the control unit can be backed up to the computer.
Furthermore, backup information saved to the computer can be restored to the control unit.

Table. 7-39: Backup and restoration

ltem Description
Backup Saves a backup of data in the control unit to the computer.
(Control unit —computer)
Restoration Transfers backup data saved in the computer to the control
(Computer —scontrol unit) | unit.

—/\ CAUTION

Do not disconnect the cable while backing up or restoring data. If disconnected during data transfer, it will
not only be impossible to acquire data correctly, but control unit and computer operation may be
adversely affected. Before disconnecting the cable, close the MELFA-3D Vision settings screen.

~

\

— /N CAUTION

The data backed up in the conventional control unit cannot be restored to this software.

7.14.1.1. Backup (control unit —computer)
The backup function is used to save information stored inside the control unit to a file on the computer.

By clicking [Maintenance] - [Backup] in the guidance menu at the MELFA-3D Vision setting screen, a
Backup screen appears.

) MELFA-3D Vision - 1: 2F-3DVS2-UNIT [2. Calibration - CALIB] - 0o %
MELEA-3D Vision  Help

Kl

Set up
1. Connect Setup
1-1 Camera
1-2 Robot
2. Calibration
2-1 New

2-2 Edit

Maintenance

= The data is backed up from the control unit.
(Control Unit -> PC)

i Control Unit: ELFA-Eye Control Uni
Maintenance
Backup
Restore

Backup path:

-_D0-50-99-09-C8-B8¥Backup¥20140603-173906

Status:

Mode: | Calbration

Calibration

14

Mame Camera ID RobotID Pr| .
Initial  Camera Lens Projector Z XY Robot

Calibration (Initial Setting)
Camera ID: 1~ Extended Field of view option: | Standard (None)

Robot ID: 1 ~ | Robot Calibration: Noncontact Type

Camera Set Type: Fixed ~ Distortion correction: Simple ~

< >

Presetting
Camera Robot Calbration Job < Back | Next >

Fig. 7-168 Backup
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Specifying the backup location

Click the [Browse] button if necessary to change the backup location. The default location is:
"Folder in which workspace created\Project name\MELFA-3D Vision\Control unit name_MAC
address\Backup\Today's date and time"

Performing a backup

By clicking the [Backup] button, a confirmation screen appears. Following confirmation, click [Yes] to start
the backup.

MELFA RT ToolBox3 ﬂ—

! Are you sure you want to start backup(Control Unit -> PC)?

Fig. 7-169 Backup confirmation screen

When the backup is completed, backup data appears under [MELFA-3D Vision] - [Control unit name] in the
project tree.

Waorkspace x
== Melfa 3DVsion
= RC1
| -8 offine
+-{&f Backup
| [-[& Tool
--Ei] MELFA-3D Vision
--#B setup/add

Fig. 7-170 Backed up information display
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7.14.1.2. Restoration (computer — control unit)
Information backed up in the computer can be transferred to the control unit.
By clicking [Maintenance] - [Restore] in the guidance menu at the MELFA-3D Vision setting screen, a

Restoration screen appears.

8% MELFA-3D Vision - 1: 2F-3DVS2-UNIT [2. Calibration - CALIBT] - o x
MELFA-3D Vision  Help

Ll

Set up
1. Connect Setup
1-1 Camera
1-2 Robot
2. Calibration

2-1 New
2-2 Edit

@ BECkUP -

e The data is backed up from the control unit.
(Control Unit -> PC)
Control Unit: ELFA-Eye Control Unit

Backup path:

+_D0-50-99-09-C8-B8¥Backup¥20140603-173906

Maintenance
Restore

Maintenance
Backup
Restore

Back to Ton

Status:

Mode: | calibration ~

i

Calibration

Neme Camera ID RobotID Pr . =
Initial Camera Lens Projector Z XY  Robot

Calbbration (Initial Setting)

Camera ID: 1 ~| Extended Field of view option: | Standard (None)
Robot ID: 1 ~| Robot Calibration: Noncontact Type
Camera Set Type: |Fxed | Distortion correction: Simple -

< >

Presetting Rabot
Camera Robot Calbration Job < Back Next >

Fig. 7-171 Restoration

Specifying the restoration target

Click the [Browse] button and specify the location of the backup file to be restored.

Performing restoration

By clicking the [Restore] button, a confirmation screen appears. Following confirmation, click [OK] to start
the restoration. There is no need to reboot after the restoration is completed.

/N CAUTION

If editing or executing a job, end editing or execution before performing the restoration. Not doing so may
cause unsuccessful restoration.

,

<< Restore (PC -> Control Unit) >> I

Backup Path : FA-Eye Control Unit D0-50-99-09-C8-Ba¥Backup¥20140604-090051

Restore Data : Control Unit Data :
MELFA-Eye Control Unit MELFA-Eye Control Unit

In the following cases, stop it.
M| - In operation
- Data editing

When Restore is executed, parameters in the control unit wil change to the
‘| transmitted parameters.
Are you sure you want to restore?”

[ 0K ] l Cancel |

Fig. 7-172 Restoration confirmation screen
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7.14.2. Uninstallation procedure

7.14.2.1. MELFA-3D Vision software uninstallation
Start "Setup.exe” in the CD-ROM.
Or, select "MELFA-3D Vision" from "Control PanelAll Control Panel ltems\Program and Features", and

click "Uninstall".

*The language selected at the time of installation is used.

MELFA-3D Vision - InstallShield Wizard

Do you want to completely remove the selected application and all of its features?

MELFA-3D Vision - InstallShield Wizard b4
Setup Status

The InstaliShield Wizard is removing MELFA-3D Vision

Removing folders

b

Uninstall Complete

MELFA-3D Vision - InstallShield Wizard

InstallShield Wizard has finished uninstaling MELFA-3D Vision.

< Back Cancel

Fig. 7-173 MELFA-3D Vision software uninstallation procedure
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7.14.2.2. Camera driver uninstallation
*Perform the uninstallation manually before updating the camera driver.

Select "pylon 5 Runtime 5.0.10.10613" from "Control Panel\All Control Panel Items\Program and
Features", and click "Uninstall".

pylon Runtime 5.0.10.10613 — x
Uninstalling the pylon Runtime
Pleaze wait while the setup wizard uninzstalls the pylon Funtime. A’"
Frogress

Uninstalling Shared Components for pylon 8pplications

Cancel

pylen Runtime 5.0.10.10613 - x

Finish
Glick Finizh to close the setup. A"

Your pylon Funtime has been uninstalled successfully!

Einish

Fig. 7-174 Camera driver uninstallation procedure

Selecting the update file
Click the [Select] button and then specify the update file.

Performing the update
By clicking the [Update] button, a confirmation screen appears. Following confirmation, click [OK] to start
the update.

/N CAUTION

Fediting or executing a job, end editing or execution before updating.
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8. ROBOT PROGRAM LANGUAGE SPECIFICATIONS
8.1.MELFA-3D Vision Related Commands

Table 8-1: Command list

Command .
Function
name
V30pen Connects to MELFA-3D Vision and enables measurement.
V3Close Disconnects from MELFA-3D Vision.
V3Run Executes the job.
V3Calib Transmits calibration information.
V3Calc Performs calibration.
Dot Calculates inner product.
ACos Calculates arc cosine.
ASin Calculates arc sine.
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V30pen

[Function]
Connects to the specified MELFA-3D Vision and enables measurement.

[Syntax]
V3Open "<COM No.>" AS # <Vision sensor No.>

[Term]

<COM No.>: [Character string]
Specifies the communication connection No. in the same way as the Open command.
If using the CRn-7xx controller, "COM1:" cannot be specified because it is occupied by the O/P front
RS-232C.
Setting range: "COM2:" to "COMS:"

<Vision sensor No.>: [Constant]
Specify a constant from 1 to 8 (Vision sensor No.). The MELFA-3D Vision unit connected to the COM
specified with the <COM No.> is expressed with a number.
Furthermore, since this number is shared with the Open command <File No.>, caution is advised.
Setting range: 1 to 8

[Example]
1. If M_Open(1) <> 2 Then 'If vision sensor No. 1 is not capable of measurement
2. V30pen "COM2:" As #1 'Connect to MELFA-3D Vision connected to COM2: and set number to 1.
3. Endif
4. Wait M_Open(1) =2 'Connect to vision sensor No. 1 and wait until measurement is possible.

[Description]
(1) A connection is established to MELFA-3D Vision using the line specified with the <COM No.>.
(2) Itis possible to connect to up to seven MELFA-3D Vision units simultaneously. The "Vision sensor
No." is used to identify which MELFA-3D Vision unit to communicate with.
(3) If using together with the Open command, the Open command <COM No.>, <File No.>, and <COM
No.> for this command are shared. Therefore, it is necessary to use numbers other than those
specified with the Open command <COM No.> and <File No.>.

Normal example Example resulting in error

1. Open "COM1:" As #1 1. Open "COM2:" As #1
2.V30pen "COM2:" As #2 | 2. V30Open "COM2:" As #2 = <COM No.> is used.
3. V30pen "COM3:" As #3 | 3. V30pen "COM3:" As #1 = <Vision sensor No.> is used.

(4) The communication status with MELFA-3D Vision when this command is executed can be checked
with the status variable M_Open. Refer to the M_Open description for details.

(5) Communication stops immediately if the program is aborted while executing this command. It is
necessary to reset the program and reboot in order to communicate with MELFA-3D Vision.

(6) If interrupt conditions are established while executing this command, interrupt processing is
performed after processing of this command is completed.

(7) The connection is not closed with program End command called with the CallP command, however,
the connection is closed with the main program End command. The connection is also closed when
the program is reset.

[Related status variable]
Status variable Description

M_Open Returns the connection status.

[Related command]

Command Description
V3Close Disconnects from MELFA-3D Vision.
V3Run Starts the program for MELFA-3D Vision.
V3Calib Acquires calibration images for MELFA-3D Vision.
V3Calc Performs calibration for MELFA-3D Vision.
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[Related parameter]

Parameter name

Description

OPNTOUT

Open command timeout
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V3Close

[Function]

Disconnects from the specified MELFA-3D Vision unit.

[Syntax]

V3Close [[#]<Vision sensor No.> [,[[#]<Vision sensor No.>...]

[Term]

<Vision sensor No.> (can be omitted): [Constant]

Specifies the MELFA-3D Vision unit number to be controlled (setting range: 1 to 8).
When omitted, all connections established by the V30pen command or Open command are closed.

[Example]

1. IfM_Open(1) <> 2 Then 'If vision sensor No. 1 is not capable of measurement
2. V30Open "COM2:" As #1 'Connect to MELFA-3D Vision connected to COM2: and set number to 1.

3. EndIf
4..
20. V3Close #1

[Description]

(1) Disconnects from the MELFA-3D Vision unit to which a connection was established with the V3Open

command.

(2) If the <Vision sensor No.> is omitted, all connections are closed.

(3) If a connection has been already closed, the process proceeds to the next step.

(4) ltis possible to connect to up to seven MELFA-3D Vision units simultaneously. Therefore, the
<Vision sensor No.> is used to identify the MELFA-3D Vision unit to be disconnected.

(5) If the program is aborted while executing this command, execution is continued until processing of

'Disconnect from MELFA-3D Vision connected to COM2.

this command is completed.

(6) If the End command is used, all connections established by the V30Open or Open command are
closed. However, connections are not closed with End command inside programs called with the
CallP command. Furthermore, connections are also closed when resetting the program. Therefore, if
the End command is specified or the program is reset, there is no need to close connections using

this command.

(7) If interrupt conditions are established while executing this command, interrupt processing is

performed after processing of this command is completed.

[Related status variable]

Status variable Description

M_Open Returns the connection status.
[Related commands]
Command Description

V30Open Connects to MELFA-3D Vision.
V3Run Starts the program for MELFA-3D Vision.
V3Calib Acquires calibration images for MELFA-3D Vision.
V3Calc Performs calibration for MELFA-3D Vision.
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V3Run

[Function]
Executes the specified job and saves the result to MELFA-3D Vision. The robot does not receive the
result with this command. The result for which the command was executed is stored in M_V3Res.

[Syntax]
V3Run #<Vision sensor No.>, <Job name>, <Workspace ID>, <Measurement flag>, <Recognition flag>
[, <Recognition target No.>[, <Storage destination No.> [, <Mechanical interface coordinates>]]]

[Term]
<Vision sensor No.>: [Constant]
Specifies the MELFA-3D Vision unit number to be controlled (setting range: 1 to 8).
<Job name>: [Character string]
Specifies the name of the job (vision program) to be started.
Only characters '0' to '9', 'A' to 'Z', 'a' to 'Z', -, and ' ' can be used, and it must be within 15 characters.
<Workspace ID>: [Integer type]
Specifies the MELFA-3D Vision workspace for which vision processing is performed.
Setting range: 1 to 8
<Measurement execution flag>: [Integer type]
Specifies whether to create a range image.
Setting range: 0 = Don't create, or 1 = Create
<Recognition execution flag>: [Integer type]
Specifies whether to perform image recognition.
Setting range: 0 = Don't perform recognition or 1 = Perform recognition
<Recognition target No.> (can be omitted): [Integer type]
Specifies the recognition target No. (model and recognition parameter corresponding to that model)
specified in the workpiece list at MELFA-3D Vision. (For model matching only)
Setting range: 1 to 8
Judged as "1" when omitted.
<Storage destination No.> (can be omitted): [Integer type]
Specifies the number for the area in which the recognition result is stored.
Setting range: 1 to 10 * Judged as "1" when omitted.

If, for example, "2" is specified, the recognition result is stored below.
M_V3Err(2) / M_V3Rslt(2) / M_V3Num(2) / P_V3Pos(2,1) to (2,10) / M_V3Dat1(2,1) to (2,10) /
M_V3Dat1(2,1) to (2,10)
<Mechanical interface coordinates> (can be omitted): [Position type]
Specifies the mechanical interface position (position of mechanical interface surface on arm tip)
required for MELFA-3D Vision to convert the recognized workpiece positions in the base coordinate
system (coordinate system with robot installation position as reference).
When omitted, the current position is used, and the position for the coordinate system excluding the
tool length and base coordinate settings is used.
The coordinates sent to MELFA-3D Vision are (X, Y, Z, A, B, C, L1, L2) and (FL1, FL2), however, the
only coordinates applicable to MELFA-3D Vision are (X, Y, Z, A, B, C).

[Example]
1. IfM_Open(1) <>2 Then 'If vision sensor No. 1 is not capable of measurement
2. V30pen "COM2:" As #1 'Connect to MELFA-3D Vision connected to COM2: and set number to 1.
2. EndIf
4. WaitM_Open(1)=2 'Connect to vision sensor No. 1 and wait until measurement is possible.
5. Mov PCap 'Move to measurement position.
6. V3Run#1, "TEST", 5, 1, 1 'Execute job name "TEST".
7. *Loop1:lf M_V3Rslt(1) < 0 Then Goto *Loop1 'Wait until result received from MELFA-3D Vision.
8. IfM_V3Rslt(1) <> 0 Then Error 9100'Output error 9100 if unsuccessful.
9
1

5 V3Close #1 'Disconnect from MELFA-3D Vision connected to COM2.
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[Description]

(1) Executes the job for the specified MELFA-3D Vision unit.

(2) This command prompts a move to the next step after sending a measurement processing command
to MELFA-3D Vision.

(3) Communication stops immediately if the program is aborted while executing this command.

(4) Since MELFA-3D Vision writes the recognition result to a status variable, the applicable status
variable should be used after checking M_V3Rslt().

(5) If interrupt conditions are established while executing this command, interrupt processing is
performed after processing of this command is completed.

(6) If the timeout time specified in parameter "V3TMOUT" is exceeded, an 8632 error occurs.
By restarting the robot program following the occurrence of this error, a request is sent to MELFA-3D

Vision again.

[Related status variables]

Status variable Description
M_V3Rslt Returns the image processing execution result.
M_V3Num Returns the recognition count.

P_V3Pos Returns the position of the recognized workpiece.

[Related commands]

Command Description
V30Open Connects to MELFA-3D Vision.
V3Close Disconnects from MELFA-3D Vision.
V3Calib Acquires calibration images for MELFA-3D Vision.
V3Calc Performs calibration for MELFA-3D Vision.

[Related parameter]

Parameter name

Description

V3TMOUT

Communication timeout time
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V3Calib

[Function]
Transmits calibration image acquisition requests.

[Syntax]
V3Calib #<Vision sensor No.>, <Posture ID> [, <Storage destination No.>]

[Term]

<Vision sensor No.>: [Constant]
Specifies the MELFA-3D Vision unit number to be controlled (setting range: 1 to 8).

<Posture ID>: [Integer type]
Images at eight locations are required to perform calibration. Move to the position for each location and
specify the respective posture ID.
Setting range: 1 to 8

<Storage destination No.> (can be omitted): [Integer type]
Specifies the number for the area in which the recognition result is stored.
Setting range: 1 to 10 * Judged as "1" when omitted.

If, for example, "5" is specified, the recognition result is stored below.
M_V3Err(5) / M_V3Rslt(5)

[Example]
1. IfM_Open(1) <>2 Then 'If vision sensor No. 1 is not capable of measurement
2. V30pen "COM2:" As #1 'Connect to MELFA-3D Vision connected to COM2: and set number to 1.
3. EndIf

4. Wait M_Open(1) =2 '‘Connect to vision sensor No. 1 and wait until measurement is possible.
5...

10. ForMCnt=1To 8 'Result receipt

11. Mov PCALB(MCnt) 'Move to calibration position.

12. Dly 1

13. V3Calib #1, MCnt 'Send calibration image acquisition request to MELFA-3D Vision.

14. *Loop3:If M_V3Rslt(3) < 0 Then Goto *Loop3 'Wait for response from MELFA-3D Vision.

15. If M_V3Rsilt(3) <> 0 Then Error 9100 'Output error 9100 if unsuccessful.

16. Next MCnt

17...

25. V3Calc #1,5 'Perform calibration.
26. *Loop3:If M_V3Rslt(5) < 0 Then Goto *Loop4 'Wait for response from MELFA-3D Vision.

27. If M_V3Rslt(5) <> 0 Then Error 9101 'Output error 9101 if unsuccessful.

28...

35. V3Close #1 'Disconnect from MELFA-3D Vision connected to COM2.
[Description]

(1) A calibration image acquisition request is sent to the specified MELFA-3D Vision unit.

(2) Since MELFA-3D Vision returns an immediate reply statement after receiving the request, it is
necessary to check M_V3Rsilt at the next step. If there is no response even after the timeout time
specified in parameter "V3TMOUT" is exceeded, an error occurs.

By restarting the robot program following the occurrence of this error, a request is sent to MELFA-3D
Vision again.

(3) If interrupt conditions are established while executing this command, interrupt processing is

performed after processing of this command is completed.
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[Related status variable]

Status variable

Description

M_V3Rslt

Returns the image processing execution result.

[Related commands]

Command Description
V30Open Connects to MELFA-3D Vision.
V3Close Disconnects from MELFA-3D Vision.
V3Run Starts the program for MELFA-3D Vision.
V3Calc Performs calibration for MELFA-3D Vision.

[Related parameter]

Parameter name

Description

V3TMOUT

Communication timeout time
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V3Calc

[Function]
Requests to perform calibration measurement.

[Syntax]

V3Calc #<Vision sensor No.>, [, <Storage destination No.>]

[Term]
<Vision sensor No.>: [Constant]
Specifies the MELFA-3D Vision unit number to be controlled (setting range: 1 to 8).
<Storage destination No.> (can be omitted): [Integer type]
Specifies the number for the area in which the recognition result is stored.
Setting range: 1 to 10 * Judged as "1" when omitted.

If, for example, "5" is specified, the recognition result is stored below.

M_V3Rslt(5)
[Example]
1. IfM_Open(1) <>2 Then 'If vision sensor No. 1 is not capable of measurement
2. V30Open "COM2:"As #1 'Connect to MELFA-3D Vision connected to COM2: and set number to 1.
3. EndIf
4. WaitM_Open(1)=2 'Connect to vision sensor No. 1 and wait until measurement is possible.
5...
6. ForMCnt=1To8 'Result receipt
7. Mov PCALB(MCnt) 'Move to calibration position.
8. Dly1
9. V3Calib #1, MCnt 'Send calibration image acquisition request to MELFA-3D Vision.
10. *Loop3:If M_V3RsiIt(3) < 0 Then Goto *Loop3 'Wait for response from MELFA-3D Vision.
11. If M_V3Rslt(3) <> 0 Then Error 9100 'Output error 9100 if unsuccessful.
12. Next MCnt
13..

20. .V3Calc #1,5 'Perform calibration.
21. *Loop3:If M_V3Rslt(5) < 0 Then Goto *Loop4 'Wait for response from MELFA-3D Vision.

22. If M_V3Rslt(5) <> 0 Then Error 9101 'Output error 9101 if unsuccessful.

23...

30. V3Close #1 '‘Disconnect from MELFA-3D Vision connected to COM2.
[Description]

(1) A calibration measurement request is sent to the specified MELFA-3D Vision unit.

(2) Since MELFA-3D Vision returns an immediate reply message after receiving the request, it is
necessary to check M_V3Rslt and M_V3Err at the next step. If there is no response even after the
timeout time specified in parameter "V3TMOUT" is exceeded, an error occurs.

By restarting the robot program following the occurrence of this error, a request is sent to MELFA-3D
Vision again.

(3) If interrupt conditions are established while executing this command, interrupt processing is

performed after processing of this command is completed.

[Related status variable]
Status variable Description

M_V3Rslt Returns the image processing execution result.
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[Related commands]

Command Description
V30Open Connects to MELFA-3D Vision.
V3Close Disconnects from MELFA-3D Vision.
V3Run Starts the program for MELFA-3D Vision.
V3Calib Acquires calibration images for MELFA-3D Vision.

[Related parameter]

Parameter name

Description

V3TMOUT

Communication timeout time
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Dot

[Function]

Converts two specified position coordinates to unit vectors, and returns the result of inner product.

[Syntax]

<Numeric variable> = Dot( <Element 1>, <Element 2> [, <Vector direction designation>] )

[Term]

<Numeric variable>: [Double-precision real number]
Specifies a numeric variable to be substituted by the inner product result.
The specified position variables are converted to vectors, and the inner product result is returned
with those vectors changed to unit vectors.
Range: -1.0 to +1.0

<Element 1>: [Position variable]
Specifies the first target information to obtain the inner product.
With 3D vision sensor model matching, for example, the position coordinates used when teaching
are specified.

<Element 2>: [Position variable]
Specifies the second target information to obtain the inner product.
With 3D vision sensor model matching, for example, the position coordinates used to grip the
workpiece obtained from the recognition result are specified.

<Vector direction designation> (can be omitted): [Numeric variable]
Specifies which axis direction to use as the vector for the position coordinates specified with
elements 1 and 2.
Setting range: 0 = position coordinate Z direction / 1 = position coordinate Y direction / 2 = position
coordinate X direction
* Judged as a Z direction of 0 when omitted.

(Example) If 2, it is judged as a +X direction position coordinate vector.

Used as a vector
in the +X direction

Argument types that can be used
<Numeric variable>

Numeric type

Position

Character

Inteqer Real Double-precision tvpe Joint type string tvoe
9 number real number yP 9 typ
Constant X x X
Variable O O
Logical/arithmetic

X X X X X X X
expression
Function X x X x X x

O: Can be used, A: Decimals are rounded up (do not use), x: Cannot be used (a syntax error occurs on registration)
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<Element 1> <Element 2>

Numeric type i
— Position . Character
Integer Real Double-precision tvpe Joint type string tvpe
number real number yP 9yp
Constant X X x X
Variable X X x
Logical/arithmetic x x < < < <
expression
Function X X x X x X
O: Can be used, x: Cannot be used (a syntax error occurs on registration)
<Vector direction designation>
Numeric type — Position . Character
Integer Real Double-precision tvoe Joint type string tvpe
number real number yp gtyp
Constant x x x x x x
Variable o ) o x x x
LoglcaI/grlthmetlc x x < < < <
expression
Function X X X X X X

O: Can be used, x: Cannot be used (a syntax error occurs on registration)

[Return value description]
Converts the specified <Element 1> and <Element 2> to unit vectors, and returns the inner product result.
The relationship between the <Element 1> and <Element 2> vectors is as follows depending on the inner
product result value.
0 to 1.0: acute angle
0: perpendicular
-1.0 to O: obtuse angle

[Example]
1. MDot = Dot( PTeach, PCatch)  'Substitute PTeach and PCatch inners product result in MDot.
[Description]

(1) Position data for the specified <Element 1> and <Element 2> are converted to the direction vectors
specified in <Vector direction designation>. Those vectors are then converted to unit vectors, and the
inner product result for the converted vectors is returned.

* The inners product result for the single vector is returned in order to perform a comparison under
identical conditions for all vectors.

(2) The <Vector direction designation> can be omitted. If omitted, it is judged as the hand coordinate
system +Z direction, and the vectors for <Element 1> and <Element 2> are calculated. Then, the
inner product of the vectors is then obtained.

(3) If using a 5-axis mechanism or 4-axis mechanism, the inner product result can be used by setting the
<Vector direction designation> to other than the Z direction (0) with the flange facing straight
downward.
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ACos (Arc cosine)

[Function]
Returns an arc cosine value from the specified cosine value (numerical value).

[Syntax]

<Numeric variable> = ACos( <Cosine value> )

[Term]
<Numeric variable>: [Double-precision real number]
Specifies the numeric variable substituted by the obtained arc cosine value.
Range: 0ton
<Cosine value>: [Double-precision real number]
Specifies the cosine value.
Setting range: -1.0 to +1.0

Argument types that can be used
<Numeric variable> <Cosine value>

Numeric type .
— Position . Character
Integer Real Double-precision tvoe Joint type string tvpe
number real number yP 9typ
Constant x x x
Variable A O O
Logical/arithmetic
X X X X X X X
expression
Function X x X x X x

O: Can be used, A: Decimals are rounded up (do not use), x: Cannot be used (a syntax error occurs on registration)

[Return value description]
Returns an arc cosine value for the specified <Cosine value>.

[Example]
1. MRad =ACos(0.6) 'Substitute an arc cosine value of 0.6 (0.927295218001612 rad) in MRad.

[Description]
(1) Returns an arc cosine value for the specified <Cosine value>.
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ASin (Arc sine)

[Function]
Returns an arc sine value from the specified sine value (numerical value).

[Syntax]

<Numeric variable> = ASin( <Sine value>)

[Term]
<Numeric variable>: [Double-precision real number]
Specifies the numeric variable substituted by the obtained arc sine value.
Range: -n/2 to +n/2
<Sine value>: [Double-precision real number]
Specifies the sine value.
Setting range: -1.0 to +1.0

Argument types that can be used
<Numeric variable> <Sine value>

Numeric type .
— Position . Character
Integer Real Double-precision tvoe Joint type string tvpe
number real number yp gtyp
Constant x x x
Variable A O @)
Logical/arithmetic
X X X X X X X
expression
Function x X x x x X

O: Can be used, A: Decimals are rounded up (do not use), x: Cannot be used (a syntax error occurs on registration)

[Return value description]
Returns an arc sine value for the specified <Sine value>.

[Example]
1. MRad =ASin(-0.4) 'Substitute an arc sine value of -0.4 (-0.411516846067488 rad) in MRad.

[Description]
(1) Returns an arc sine value for the specified <Sine value>.
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8.2.MELFA-3D Vision Related Status Variables

Table 8-2: Robot (system) status variable list

Variable name | Array qty Function Att;lott)eu}es R;tea
M_Open(m) File Returns the MELFA-3D Vision connection status. R Integer
m = File No. No. -1:Not connected (default) type

1t0 8 1: Connecting (connected and transmitting/
receiving commands)
2: Connection completed
M_V3Rslt(n) Storage The command result is stored in MELFA-3D Vision. R/W Integer
n = Storage destination | (1) Initialized to "-1" when command Note 2 type
destination No. | No. V30pen/V3Close is executed.
1to 10 (2) Initialized to "-1" when command V3Run/
V3Calib/V3Calc is executed, and the above
value is stored depending on the response from
MELFA-3D Vision.
(3) When there is an error on the camera head, the
value “6: Fail to measure” is stored. (Please
refer Section 10.3 Q&A).
M_V3Num(n) Storage The recognized hand insertion position candidate R/W Integer
n = Storage destination | quantity (model-less recognition) or the workpiece Note 2 type
destination No. | No. quantity (model matching recognition) is stored.
11010 0 to 50 Note 3
P_V3Pos(n, m) | Storage The recognized hand insertion position (model-less R/W Position
n = Storage destination | recognition) or the workpiece position (model Note 2 type
destination No. | No. matching recognition) is stored. (Max. 50) Not¢ 3
m=Data number | 11010 The applicable coordinates are "XYZABC".
Data Zero is entered for all additional axis information
number and structure flags.
1to 50 Noe3 | Please note that with model-less recognition, the
positions in the base coordinate system are stored
for X, Y, and Z, and the rotation angle around the
Z-axis in the camera coordinate system is stored
for C.
M_V3Rmn (n) Storage Refers to the workpiece residual amount calculated R/W Integer
Note 4 destination | based on the height information with model-less Note 2 type
n = Storage No. recognition of MELFA-3D Vision.
destination No. | 1t0 10 For the storage destination No., specify the storage
destination No. 1 to 10 specified with the V3Run
command.
-1: Initial value
M_V3Rmn2 (n) | Storage Refers to the workpiece residual amount calculated R/W Integer
Note 4 destination | based on the recognition range information with Note 2 type
n = Storage No. model-less recognition of MELFA-3D Vision.
destination No. | 1t0 10 For the storage destination No., specify the storage

destination No. 1 to 10 specified with the V3Run
command.
-1: Initial value

Note 1: R...Read only, R/W...Read and write both possible

Note 2: Writing is possible because data is written from the control unit.

Note 3: For CR750/CR751 series controllers, the upper limits of the recognition number and the data / index
number change depending on the software version.
-Ver.R6e/S6e or later: Up to 50
- Ver.R6e/S6e or earlier: Up to 10

Note 4: Available with the CR800 series controller Ver.A3 or later.
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M_Open

[Function]
Represents the (MELFA-3D Vision) connection status for the specified file.

[Syntax]

<Numeric variable> = M_Open[(<File No.>)]

[Term]
<Numeric variable>
Specifies a numeric variable to be substituted by the result.

<File/Vision sensor No.> (can be omitted): [Integer type]
Specifies a constant of the file (vision sensor) number (1 to 8) specified with the Open/V3O0pen
command.
Judged as "1" when omitted.

Argument types that can be used
<Numeric variable>

Numeric type Positi ; Character

— osition Joint ;

Integer Real Double-precision tvoe tvoe string

number real number yp yp type
Constant x x x x x x
Variable O O O x x x
Logical/arithmetic x x x x x x

expression

Function x x x x x x

O: Can be used, x: Cannot be used (a syntax error occurs on registration)

<File No.>
Numeric type _ Position Joint Char'acter
Integer Real Double-precision type type string
number real number type
Constant O A A x x x
Variable O A A x x x
Logical/arithmetic X X X X x X
expression
Function X X X X x x

O: Can be used, x: Cannot be used (a syntax error occurs on registration), A (rounded off to integer values)

[Return value description]
-1: Not connected
0: Connecting
1: Connection completed
2: Measurement possible (for MELFA-3D Vision only)

[Example]
1. IfM_Open(1) <>2 Then 'If vision sensor No. 1 is not capable of measurement

2. V30pen "COM2:"As #1 'Connect to MELFA-3D Vision connected to COM2: and set number to 1.
2 Evr;?tlfM_Openﬁ) =2 'Wait until vision sensor No. 1 is capable of measurement.
?0 V3Close #1 '‘Disconnect from MELFA-3D Vision connected to COM2.:.
[Description]
(1) Eoer?:i:]i? the status of the connection with MELFA-3D Vision established with the V30pen

(2) The initial value is "1". When the V30Open command is executed, the value becomes "1" during the
connection processing. Then, the value becomes "1" when connection processing is completed, and
finally it becomes "2" when measurement is possible.
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[Related commands]

Command Description
V30pen Connects to MELFA-3D Vision.
V3Close Disconnects from MELFA-3D Vision.
[Related status variable]
Command Description
M_NvOpen Returns the status of the connection with the network vision sensor.

[Related parameter]
Parameter Description
name
OPNTOUT Open command timeout
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M_V3Rsit

[Function]

The processing result corresponding to the request sent to MELFA-3D Vision is stored.

[Syntax]

<Numeric variable> = M_V3Rslt[(<Storage destination No.>)]

[Term]

<Numeric variable>
Specifies a numeric variable to be substituted by the result.
<Storage destination No.> (can be omitted): [Integer type]

Specifies the storage destination (No. 1 to 10) specified with the V3Run/V3Calib/V3Calc

command.

Argument types that can be used

<Numeric variable>

Numeric type i . Character
— Position Joint .
Integer Real Double-precision tvpe tvpe string
number real number yp yp type
Constant x x x x x x
Variable ®) O O x x x
Logical/arithmetic x x x x x x
expression
Function X X X X X x
O: Can be used, x: Cannot be used (a syntax error occurs on registration)
<Storage destination No.>
Numeric type _ Position Joint Char'acter
Integer Real Double-precision tvpe tvpe string
number real number yp yp type
Constant O A A x
Variable ©) A A x
Logical/arithmetic x x x x
expression
Function X X X X x x

[Return value description]
-2: Executing job

-1: Default (automatic initialization when transmission successful)

0: Job execution successful

1: Unsuccessful

* For the error details, refer to "10.4 MELFA-3D Vision Error Code Details".

[Example]

1. IfM_Open(1) <> 2 Then

'If vision sensor No. 1 is not capable of measurement
'Connect to MELFA-3D Vision connected to COM2: and set number to 1.

O: Can be used, x: Cannot be used (a syntax error occurs on registration), A (rounded off to integer values)

'Connect to vision sensor No. 1 and wait until measurement is possible.
'Move to measurement position.

'Wait until result received from MELFA-3D Vision.
'Output error 9100 if unsuccessful.

2. V30Open "COM2:" As #1

3. EndIf

4. WaitM_Open(1) =2

5. Mov PCap

6. V3Run #1, "TEST", 5, 1, 1 'Execute job name "TEST".
7. *Loop1:lf M_V3Rslt(1) < 0 Then Goto *Loop1

8. IfM_V3Rslt(1) <> 0 Then Error 9100

9..

20. V3Close #1

'Disconnect from MELFA-3D Vision connected to COM2.
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[Description]
(1) Stores the result from MELFA-3D Vision when the V3Run/V3Calib/V3Calc command is executed.
(2) "1"is stored when starting up. The value is initialized to "-1" each time a command is executed.
(3) To execute the job created using the MELFA-3D Vision extended function, the MELFA Smart Plus
card needs to be set. When the MELFA Smart Plus card is set, the error No. 3780 (Cannot use the
MELFA Smart Plus.) is stored.

[Related commands]

Command Description
V3Run Starts the program for MELFA-3D Vision.
V3Calib Acquires calibration images for MELFA-3D Vision.
V3Calc Performs calibration for MELFA-3D Vision.
[Related status variables

Status Description

variable
M_V3Num Returns the recognition count.
P V3Pos Returns the position of the recognized workpiece.

[Related parameter]

Parameter Description
name
V3TMOUT Communication timeout time
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M_V3Num

[Function]

The recognized hand insertion position candidate quantity (model-less recognition) or the workpiece
quantity (model matching recognition) is stored.
Note: For CR750/CR751 series controllers, the upper limit of the recognition number changes

- Ver.R6e/S6e or later: Up to 50
- Ver.R6e/S6e or earlier: Up to 10

[Syntax]

depending on the software version.

<Numeric variable> = M_V3Num[(<Storage destination No.>)]

[Term]

<Numeric variable>
Specifies a numeric variable to be substituted by the result.

<Storage destination No.> (can be omitted): [Integer type]

Specifies the storage destination (No. 1 to 10) specified with the V3Run command.

Argument types that can be used

[Example]

CoOoNOORwWN=

<Numeric variable>

Numeric type Positi . Character
— osition Joint ,
Integer Real Double-precision tvpe tvoe string
number real number yp yp type
Constant x x x x x x
Variable O O O x x
Logical/arithmetic x x x x
expression
Function x x x x x x
O: Can be used, x: Cannot be used (a syntax error occurs on registration)
<Storage destination No.>
Numeric type _ Position Joint Char_acter
Integer Real Double-precision tvpe tvoe string
number real number yp yp type
Constant O A A x
Variable ©) A A x
Logical/arithmetic x x x x
expression
Function x x x x x x

. IfM_Open(1) <>2 Then
V30Open "COM2:" As #1
EndIf

Wait M_Open(1) = 2
Mov PCap

V3Run #1, "TEST", 5, 1, 1
*Loop1:If M_V3Rslt(1) < 0 Then Goto *Loop1
If M_V3Rslt(1) <> 0 Then Error 9100

MNum = M_V3Num(1)
'Store recognition result in MNum.

'If vision sensor No. 1 is not capable of measurement
'Connect to MELFA-3D Vision connected to COM2: and set number to 1.

O: Can be used, x: Cannot be used (a syntax error occurs on registration), A (rounded off to integer values)

'‘Connect to vision sensor No. 1 and wait until measurement is possible.
'Move to measurement position.

10. If MNum = 0 Then Goto *FIN

11..

15.*FIN

16...

20. V3Close #1

'Execute job name "TEST".

'Wait until result received from MELFA-3D Vision.
'Output error 9100 if unsuccessful.

'Recognition count is 0 and therefore finished.

'Disconnect from MELFA-3D Vision connected to COM2.
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[Description]
(1) The hand insertion position candidate quantity (model-less recognition) or the workpiece quantity
(model matching recognition) recognized when executing the V3Run command is stored.
(2) "0" is stored when starting up. The value is initialized to "0" each time a command is executed.

[Related command]

Command Description
V3Run Starts the program for MELFA-3D Vision.
[Related status variables
Status Description
variable
M_V3Rsit Returns the image processing execution result.
P V3Pos Returns the position of the recognized workpiece.

[Related parameter]

Parameter Description
name
V3TMOUT Communication timeout time
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P V3Pos

[Function]
The hand insertion position (model-less recognition) or the workpiece position (model matching
recognition) recognized by MELFA-3D Vision is stored.

[Syntax]

<Position variable> = P_V3Pos(<Storage destination No.>, <Data No.>)

[Term]
<Position variable>
Specifies a position variable to be substituted by the result.
<Storage destination No.>: [Integer type]
Specifies the storage destination (No. 1 to 10) specified with the V3Run command.
<Data No.>: [Integer type]
Specifies the number (1 to 50) in which recognized data is stored.
Note: For CR750/CR751 series controllers, the upper limit of the data number changes depending
on the software version.
- Ver.R6e/S6e or later: Up to 50
- Ver.R6e/S6e or earlier: Up to 10

Argument types that can be used
<Position variable>

Numeric type Positi ; Character

— osition Joint .

Integer Real Double-precision tvoe tvoe string

number real number yp yp type
Constant x x x A x x
Variable X X X O x x
Logical/arithmetic X X X X x X

expression

Function X X X X x x

O: Can be used, x: Cannot be used (a syntax error occurs on registration), A (x for substitution destination from
status variable)

<Storage destination No.>

Numeric type Positi ; Character

— osition Joint .

Integer Real Double-precision tvpe tvoe string

number real number yp yp type
Constant O A A x x x
Variable O A A X x x
Logical/arithmetic x x x x x x

expression

Function x x x x x x

O: Can be used, x: Cannot be used (a syntax error occurs on registration), A (rounded off to integer values)

<Data No.>
Numeric type _ Position Joint Char_acter
Integer Real Double-precision type type string
number real number type
Constant O A A x x x
Variable O A A x x x
Logical/arithmetic x x x x x x
expression
Function x x X x x x

O: Can be used, x: Cannot be used (a syntax error occurs on registration), A (rounded off to integer values)

[Return value description]
Model-less recognition: Base coordinate system positions for X, Y, and Z, and rotation angle around

Z-axis in camera coordinate system for C (-90° 2C < 90°)
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[Example]
If M_Open(1) <> 2 Then 'If vision sensor No. 1 is not capable of measurement

N

2. V30pen "COM2:"As #1 'Connect to MELFA-3D Vision connected to COM2: and set number to 1.
3. EndIf

4. Wait M_Open(1) =2 'Connect to vision sensor No. 1 and wait until measurement is possible.
5. Mov PCap 'Move to measurement position.

6. V3Run #1, "TEST", 5, 1, 1 'Execute job name "TEST".

7. *Loop1:If M_V3Rslt(1) < 0 Then Goto *Loop1 'Wait until result received from MELFA-3D Vision.
8. IfM_V3Rslt(1) <> 0 Then Error 9100 'Output error 9100 if unsuccessful.

9. MNum =M_V3Num(1) 'Store recognition result in MNum.

10. If MNum = 0 Then Goto *FIN 'Recognition count is 0 and therefore finished.

. PRcg = P_V3Pos(1,1) 'Store recognized position in PGet.
12. PRot = P_Zero
13. PRot.C = PRcg.C
14. PHnd = P_Zero
15. If PRot.C>0 Then
16. PAp.X = PRcg.X
17. PAp.Y = PRcg.Y
18. PAp.Z = 150

19. PAp.A=PCap.A
20. PAp.B =PCap.B
21. PAp.C = PCap.C
22. PAp = Pap * PRot
23. PGet = PAp

24, PGet.Z = PRcg.Z

workpiece height)

25. Mvs Pap
26. Mvs PGet
27.Dly 0.5
28. HClose 1
29.Dly 0.5
30. Mvs PAp

40. *FIN

50. V3Close #1

[Description]
(1) The hand insertion position (model-less recognition) or the workpiece position (model matching

recognition) when e

'Extract C component from recognition result.
PHnd.C = -90DEG Else PHnd.C = +90DEG
'Substitute height over parts supply box.
'Align with measurement position posture.
'Calculate hand posture alignment position.
-20 'Subtract amount of claw thrust amount (roughly three fourths of

'Hand posture alignment
'Entry and gripping

'Disconnect from MELFA-3D Vision connected to COM2:.

xecuting the V3Run command is stored. The recognition score is stored in order

from the higher score from data No. = 1.

(2) P_Zero is stored when starting up. The value is initialized to P_Zero each time a command is

executed.

(3)If M_V3Rsiltis not 0, or if M_V3Num is 0, and illegal value has been stored, do not use the value.

[Related command]

Command Description
V3Run Starts the program for MELFA-3D Vision.
[Related status variables
Status Description
variable
M_V3Rslt Returns the image processing execution result.
M_V3Num Returns the recognition count.
[Related parameter]
Parameter Description
name
V3TMOUT Communication timeout time
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M V3RmnT

[Function]

Refers to the workpiece residual amount calculated based on the height information with model-less
recognition of MELFA-3D Vision.

[Syntax]

<Numeric variable> = M_V3Rmn1[(<Storage destination No.>)]

[Term]

<Position variable>
Specifies a position variable to be substituted by the result.

<Storage destination No.> (can be omitted) [Integer type]
Specifies the storage destination (No. 1 to 10) specified with the V3Run command.

Argument types that can be used

[Example]

<Position variable>

Numeric type Positi . Character

— osition Joint ,

Integer Real Double-precision tvpe tvoe string

number real number yp yp type
Constant X X x x x x
Variable o o o o x x
Logical/arithmetic x x x x x x

expression

Function X X x x x x

O: Can be used, x: Cannot be used (a syntax error occurs on registration), A (x for substitution destination

from status variable)

<Storage destination No.>

Numeric type Positi . Character

— osition Joint ,

Integer Real Double-precision tvpe tvoe string

number real number yp yp type
Constant o o A A x x
Variable o o A A x X
Logical/arithmetic x x x x x

expression

Function X X x x x x

O: Can be used, x: Cannot be used (a syntax error occurs on registration), A (rounded off to integer values)

11 MRmn1=M_V3Rmn1(1) Obtain the workpiece residual amount.

[Description]

(1) When the workpiece residual amount is not calculated, "-1" is returned. Check the parameter of the
recognition job for MELFA-3D Vision and set it to calculate the workpiece residual amount. (The

initial value is "-1".)

[Related command]

Command

Description

V3Run

Starts the program for MELFA-3D Vision.

[Related status variables]

Status variable

Description

M_V3Rslt

Returns the image processing execution result.

P V3Pos

Returns the position of the recognized workpiece.

[Related parameter]

Parameter name

Description

V3TMOUT

Communication timeout time
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M _V3Rmn2

[Function]
Refers to the workpiece residual amount calculated based on the recognition range information with
model-less recognition of MELFA-3D Vision.

[Syntax]

<Numeric variable> = M_V3Rmn2[(<Storage destination No.>)]

[Term]
<Position variable>
Specifies a position variable to be substituted by the result.
<Storage destination No.> (can be omitted) [Integer type]
Specifies the storage destination (No. 1 to 10) specified with the V3Run command.

Argument types that can be used
<Position variable>

Numeric type i . Character

— Position Joint .

Integer Real Double-precision tvpe tvpe string

number real number yp yp type
Constant x x x x x x
Variable 0 o o) o x x
Logical/arithmetic x x x x x

expression

Function X x X X x X

O: Can be used, x: Cannot be used (a syntax error occurs on registration), A (x for substitution destination from

status variable)

<Storage destination No.>

Numeric type Positi . Character

— osition Joint .

Integer Real Double-precision tvpe tvpe string

number real number yp yp type
Constant o o A A x x
Variable o o A A x x
Logical/arithmetic x X x x X x

expression

Function X X X x x x

O: Can be used, x: Cannot be used (a syntax error occurs on registration), A (rounded off to integer values)
[Example]
11 MRmn2 =M_V3Rmn2(1) Obtain the workpiece residual amount.
[Description]
(1) When the workpiece residual amount is not calculated, "-1" is returned. Check the parameter of the
recognition job for MELFA-3D Vision and set it to calculate the workpiece residual amount. (The
initial value is "-1".)

[Related command]
Command
V3Run

Description
Starts the program for MELFA-3D Vision.

[Related status variables]
Status variable

M_V3Rslt

P V3Pos

Description
Returns the image processing execution result.
Returns the position of the recognized workpiece.

[Related parameter]
Parameter name

V3TMOUT

Description
Communication timeout time
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8.3.MELFA Smart Plus Card Related Status Variables

Fig.8-3 Robot (system) status variable list

Variable name | Array gty Function Attributes N ' | Data type
M_SmartPlus(ID) ID Refers to the availability of the MELFA Smart R Integer
1 Plus function specified with <ID>. type
C_SmartPlus(ID) ID Returns the name of the MELFA Smart Plus R Character
1 function specified with <ID>. type

Note 1: R...Read only.
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M SmartPlus

[Function]
Refers to the availability of each MELFA Smart Plus function.

[Syntax]

< Numeric variable > = M_SmartPlus(<ID>)

[Term]
< Numeric variable > Specifies a numeric variable to be substituted.
0: Not available
1: Available
<ID> Specifies the function ID.
1: Calibration support function
2: Robot mechanism temperature correction function
3: Additional axis cooperative control
4: Preventive maintenance
101: MELFA-3D Vision extended function
[Example]
1 M1 =M_SmartPlus (101) 'Refer to the availability of the MELFA-3D Vision extended
function.
[Description]

(1) Refers to the availability of the MELFA Smart Plus function specified with <ID>.
(2) This variable is read-only.
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C SmartPlus

[Function]

Returns the name of the MELFA Smart Plus function.

[Syntax]

<Character string variable> = C_SmartPlus (<ID>)

[Term]
<Character string variable>
<|D>
[Example]
1 CMSP$ = C_SmartPlus(101)
[Description]

Specifies a character string variable to be substituted.
Calibration assistance /

Robot temperature compensation /

Coordinated control for additional axes /

Preventive Maintenance /

Extended function of MELFA-3D Vision

Specifies the function ID.

1: Calibration support function

2: Robot mechanism temperature correction function
3: Additional axis cooperative control

4: Preventive maintenance

101: MELFA-3D Vision extended function

'Obtain the name of the MELFA-3D Vision extended function.

(1) Returns the name of the MELFA Smart Plus function specified with <ID>.

(2) This variable is read-only.
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9. PARAMETER SPECIFICATIONS
9.1.MELFA-3D Vision Related Robot Parameter List

The following table shows a list of MELFA-3D Vision related robot parameters.

Table 9-1: MELFA-3D Vision related robot parameter list

Parameter Array qty
Parameter No. of Description Default setting
name
characters
Controller IP NETIP Character | Specifies the robot controller | CR750-D/CR751-D,
address string 1 IP address. CR800-D/R/Q)
192.168.0.20
(CR750-Q/CR751-Q)
192.168.100.1
Server NETMODE Integer 9 Specifies whether to set the 1,1, 1,
designation robot controller as a server or 1,1, 1,
a client. 1, 1,1
1: Server/0: Client
* When using MELFA-3D
Vision, specify "0: Client".
Protocol CPRCE** Integer 1 Specifies the protocol. 0
0: Nonprocedural/1:
**= OPT No. Procedural/2: Data link
(11 to 19)
* MELFA-3D Vision and
robots are connected by "2:
Data link".
Open OPNTOUT Real Specifies the Open 3.0
command number 1 | command timeout time.
timeout Unit: sec
* Open command processing
is included in the V3Open
command.
3D Vision V3TMOUT Integer 1 Specifies the timeout time 3
communication when no reply is received
timeout time after transmitting a command
from the robot to MELFA-3D
Vision.
Unit: sec
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10. TROUBLESHOOTING
10.1. MELFA-3D Vision Related Error List

The following error numbers consist of four digits plus 5 digits. The first four digits appear on the operation
panel and the teaching pendant. The last five digits can be checked in the RT ToolBox3 error details display.

(OO A I

Machine number
(of the machine with
error)

Error details number

Error number

g2 Error 1:RC1

/
//EZ]IEIEZ]

Mo. Error message
2602 DSTN pos. exceeds the limit

Date Level

16-04-26

Time
14:02:32

Program

Low TEMP

Line Robft# Detai
1 1 260200100

Error detail

Error #: | 260200100 | DSTH pos. exceeds the limit

Cause:  Destination position data exceeds the limic

Recovery:  Change the position data

Close

]
|| Record |‘J

Fig. 10-1 Error details

Table 10-1: Error list

Error details

L_3110_00000

Arg. value range over

L_3120_00000

No. of arg. is over

L_3130_00000

COM file is already opened

L_3142_00000

Cannot open COM line

L_3143_00000

V3OPEN command not executed

L_3287_00000

Cannot execute (ERROR ALWAYS)

L_3810_00000

Different argument type

L_4220_00000

Syntax error

L_8610_00000

The communication is abnormal

L_8621_00000

Vision program name is abnormal

L_8632_00000

The vision is a time-out
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10.2. MELFA-3D Vision Related Error Details

Table 10-2 Error details

Error No.
First 4 Latter 5 Error cause and countermeasure
digits digits

Error message Arg. value range over

L3110 00000 Cause The argument value lies outside the range.
Countermeasure | Check the argument range and set a correct value.
Error message No. of argument is over

L3120 00000 Cause The number of arguments is incorrect.
Countermeasure | Check the quantity of arguments and set a correct value.
Error message | COM file is already opened

L3130 00000 Cause Opening of a file already opened was attempted.
Countermeasure | Check the file No. and re-execute.
Error message | Cannot open COM line

L3142 00000 Cause The communication line cannot be opened.
Countermeasure | Check the communication No. and re-execute.
Error message | V3OPEN command not executed

L3143 00000 Cause The required command has not been executed.
Countermeasure | Check the specified file No.
Error message Cannot execute (ERROR ALWAYS)

The command cannot be used when the start conditions are

L3287 00000 Cause ERROR or ALWAYS.
Countermeasure | Correct the program.
Error message Different argument type

L3810 00000 Cause The argument type is different.
Countermeasure | Specify a correct argument.
Error message | Syntax error

L4220 00000 Cause There is an error in the syntax of the input command statement.
Countermeasure | Check the content and re-input a correct syntax.
Error message | The communication is abnormal

L8610 00000 Cause Communication with the vision sensor was disconnected.
Countermeasure | Check the communication cable.
Error message Vision program name is abnormal

L8621 00000 Cause The program name has exceeded 15 characters.
Countermeasure | Specify the program name within 15 characters.
Error message | The vision is a time-out

L8632 00000 Cause There is no response from the vision sensor.
Countermeasure | Check the timeout time.
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10.3. MELFA Smart Plus Card Related Error Details

Table 10-3 MELFA Smart Plus card related error details

Error No. Error cause and countermeasure
Error message Cannot use the MELFA Smart Plus.
The MELFA Smart Plus card or MELFA Smart Plus card pack is inserted.
L3780 Cause If the MEL.FA Smart Plus card is inserted, the value of the parameter
SMART+1 is not set correctly.
Countermeasure Insert the MELFA Smart Plus card or MELFA Smart Plus card pack.
Set the value of the parameter SMART+1 correctly.
Error message Cannot use the MELFA Smart Plus.
The MELFA Smart Plus card or MELFA Smart Plus card pack is inserted.
L3781 Cause If the MEL.FA Smart Plus card is inserted, the value of the parameter
SMART+1 is not set correctly.
Countermeasure Insert the MELFA Smart Plus card or MELFA Smart Plus card pack.
Set the value of the parameter SMART+1 correctly.
Error message Multiple MELFA Smart Plus cards are inserted.
L3782 Cause Multiple MELFA Smart Plus cards are inserted.
Countermeasure Turn OFF the controller power, and remove the unnecessary MELFA
Smart Plus cards.
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10.4. MELFA-3D Vision Error Code Details

The MELFA-3D Vision error codes are stored in the status variable M_V3Rslt or displayed in the error message
on the MELFA-3D Vision window of RT ToolBox3.

MELFA-2D Visicn X
_t| EmorNessage+
P
e Getting the camera handle failed. | Emor-Coder
<Error#: 23> ~
oK

[General error)

Fig. 10-4 Error message and error code

Error
code Error cause and countermeasure
Error message The value is outside of range.
3 Cause The setting value is outside the range.
Countermeasure | Change the setting value.
Error message Defined the same name.
4 Cause The names are duplicated.
Countermeasure | Change the names.
Error message Mesure is failed.
6 Cause Thgre is a problem with the connection among the control unit, camera, and
projector.
Countermeasure | Check the connection status between the control unit and the camera head.
Error message Recognition is failed.
7 Cause Recognizing the calibration mark failed.
Countermeasure Adjust the position of the calibration mark so that it is within the recognition
range.
Error message It is used by other job.
9 Cause The measurement/recognition processing is being performed.
Countermeasure | Wait until the measurement/recognition processing of other jobs is completed.
Error message Data is full.
10 Cause The workpiece size exceeds the upper limit.
Countermeasure | Change the workpiece model.
Error message The mode does not match.
Confirm the mode.
1 Cause The operation mode is not correct.
Countermeasure | Change the operation mode.
Error message Creating folder failed.
15 Cause Creating a system folder failed.
Countermeasure Increase the free space in the Documents folder of the user and lower.
Or, check the access right of the Documents folder.
Error message IP address is not set.
21 Cause The camera's IP address is not set.
Countermeasure | Set the camera's IP address.
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Error
Error cause and countermeasure
code
Error message Setup of IP address failed.
29 Cause Setting the camera's IP address failed.
Check the connection status with the camera head.
Countermeasure )
Turn ON the camera head power again.
Error message Getting the camera handle failed.
23 Cause Getting the camera handle failed.
The camera may be used in other control units.
Countermeasure | Turn ON the camera head power again.
Error message Getting the image size failed.
o5 Cause The connection with the camera is not open.
c Check the connection status between the power cable and the communication
ountermeasure
cable of the camera head.
Error message Getting the image failed.
There is a problem with the connection among the control unit, camera, and
26 Cause :
projector.
Countermeasure | Check the connection status between the control unit and the camera head.
Error message Invalid image.
27 Cause Measurement data is not in the workspace.
Countermeasure | Execute the job after measurement.
Error message Irradiation failed.
There is a problem with the connection among the control unit, camera, and
28 Cause ;
projector.
Countermeasure | Check the connection status between the control unit and the camera head.
Error message Connecting to the robot failed.
Cause The robot communication settings are not performed.
31 Or, the communication line with the robot is not connected.
Check the robot communication settings (*1) and connection status (*2).
Countermeasure | (*1): IP address, port number
(*2): LAN cable, switching hub
Error message Sending to the robot failed.
Cause The robot communication settings are not performed.
32 Or, the communication line with the robot is not connected.
Check the robot communication settings (*1) and connection status (*2).
Countermeasure | (*1): IP address, port number
(*2): LAN cable, switching hub
Error message Invalid imaging.
35 Cause The accuracy of the calibration is low.
Or, recognizing the calibration mark failed.
Countermeasure | Adjust the focus of the camera and projector again.
E Please adjust the angle of the projector to cover the irradiation range within
rror message view.
37 Cause The pattern irradiation of the projector is not within the camera view.
Adjust the projector angle so that the pattern irradiation range is within the
Countermeasure ;
camera view.
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[Model matching recognition related error]

Error
Error cause and countermeasure
code
Error message Failed to detect edge information for pose estimation.
41 Cause The edge information necessary for recognition was not detected.
Countermeasure | Adjust the value of the edge extraction parameter.
Error message The number of sampling points for pose estimation is too little.
Cause The number of sampling points necessary for recognition could not be
43 obtained.
Adjust the value of the boundary point sampling interval.
Countermeasure . . )
Register the workpiece model again.
Error message The number of extracted features for pose estimation is too numerous.
c Since the memory is insufficient, the number of the extracted features exceeds
ause .
44 the upper limit.
Adjust the value of the boundary point sampling interval.
Countermeasure : . )
Register the workpiece model again.
Error message No pose estimation result.
45 Cause No posture candidates were found.
Countermeasure Adjust the recognition parameter.
Increase the upper limit of the number of initial candidates.
Error message Alignment error between a CAD model and 3D scan data is too large.
46 Cause The posture candidates were found, but the recognition error is too large.
Countermeasure | Adjust the recognition parameter.
Error message Registered model is invalid.
47 Cause The registered workpiece model data is damaged.
Countermeasure | Register the workpiece again.
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[System related error]

Error
Error cause and countermeasure
code
Error message The Control Unit is in operation.
50 Cause The measurement/recognition processing is being performed.
Countermeasure | Wait until the measurement/recognition processing of other jobs is completed.
Failed in startup the projector.
Error message There is the prospect of the failure.
1001 Please contact the manufacturer.
Cause Starting the projector failed.
Countermeasure Turn ON the camera head power again.
The MELFA-3D Vision may be damaged. Contact the manufacturer.
Error message It does not match the version of MELFA-3D Vision.
1003 Cause The versions of MELFA-3D Vision and RT ToolBox3 do not match.
Check the software version, and install RT ToolBox3 or the MELFA-3D Vision
Countermeasure :
software again.

[Communication related error]

Error
Error cause and countermeasure
code
Error message The communication with the camera head is failed.
2001 Cause The connection with the camera head is not open. (Camera handle error)
Countermeasure Check the connection status with the camera head.
Turn ON the camera head power again.
Error message The camera parameter setting is outside of range.
2002 Cause Setting the camera parameter failed.
Countermeasure | Check the value of the camera parameter.
Error message The imaging is failed.
There is a problem with the communication between the camera and the
2003 Cause :
projector.
Countermeasure | The MELFA-3D Vision may be damaged. Contact the manufacturer.
Error message There is no response from the projector.
There is a problem with the communication between the camera and the
2004 Cause :
projector.
Countermeasure | The MELFA-3D Vision may be damaged. Contact the manufacturer.
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[Calibration related error]

Error
code Error cause and countermeasure
Error message Paremeters to compensate for lens distortion are not calculated.
3001 Cause The lens distortion correction has not been completed.
Countermeasure | Perform the lens distortion correction.
Error message Select the two ore more image ID at least.
3002 Cause The necessary number of checkerboards to perform the lens distortion
correction is not selected.
Countermeasure | Select two or more checkerboards, and perform the distortion correction.
Error message There is no imaging data of the image ID *.(*:image ID)
3026~ Cause The checkerboard of the corresponding image ID is not imaged.
3050 Countermeasure Check the selection status of the image ID.
After imaging the checkerboard, perform the distortion correction.
Failed in the corner detection of the image ID *. Please adjust the position of
3051 ~ Error message the checkerboard. (*:Image ID)
3175 Cause Detecting the corner of the checkerboard failed.
Countermeasure | Adjust the position of the checkerboard, and image it.
Error message There is no corrected image of the image ID *.(*:Image ID)
g%gN Cause There is no correction image of the corresponding image ID.
Countermeasure | Change the selection status of the image ID.
Error message Robot calibration has not been implemented.
3101 Cause The robot calibration has not been completed.
Countermeasure | Perform the robot calibration.
E Data cannot be registered because the number of registered data has been
rror message exceeded.
3102 Cause The number of registered data exceeds the upper limit.
Countermeasure | After deleting the unnecessary registered data, register data.
Error message XY calibration has not been implemented.
3103 Cause The XY calibration has not been completed.
Countermeasure | Perform the XY calibration.
Error message Calibration data is not selected.
3104 Cause The calibration data is not selected.
Countermeasure | Select the calibration data.
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[MELFA Smart Plus function related error]

Error
Error cause and countermeasure
code
Error message Cannot use the MELFA Smart Plus.
The MELFA Smart Plus card or MELFA Smart Plus card pack is inserted.
3780 Cause If the MELFA Smart Plus card is inserted, the value of the parameter
SMART+1 is not set correctly.
Countermeasure Insert the MELFA Smart Plus card or MELFA Smart Plus card pack.
Set the value of the parameter SMART+1 correctly.
Error message Cannot use the MELFA Smart Plus.
The MELFA Smart Plus card or MELFA Smart Plus card pack is inserted.
3781 Cause If the MELFA Smart Plus card is inserted, the value of the parameter
SMART+1 is not set correctly.
Countermeasure Insert the MELFA Smart Plus card or MELFA Smart Plus card pack.
Set the value of the parameter SMART+1 correctly.
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[MELFA Smart Plus Al (MELFA-3D Vision extended) function related error]

Error
Error cause and countermeasure
code
Error message Cannot start a bulk simulator.
Starting the bulk simulator failed.
4001 Cause Or, the bulk simulator is not started correctly.
Countermeasure | Close the automatic adjustment screen once, and start the simulator again.
Error message Cannot close the bulk simulator
4002 Cause Closing the bulk simulator failed.
If the PhysicalSim.exe process remains when Task Manager is open, close
Countermeasure
the task.
Error message Cannot run a parameter optimization.
Cause The parameter automatic adjustment processing failed.
4003 Close the automatic adjustment screen once, and perform the parameter
Countermeasure automatic adjustment processing again.
Change the workpiece model and learning environment setting, and perform
the parameter automatic adjustment processing again.
Error message Failed to register a work model.
4006 Cause Registering the workpiece model failed.
Close the automatic adjustment screen once, and register the workpiece
Countermeasure .
model again.
Error message Failed to delete the work model.
4007 Cause Deleting the workpiece model failed.
Close the automatic adjustment screen once, and register the workpiece
Countermeasure .
model again.
Error message Failed to calculate the center of gravity of the work model.
4008 Cause Calculating the center of gravity of the workpiece model failed.
Close the automatic adjustment screen once, and calculate the center of
Countermeasure . . .
gravity of the workpiece model again.
The memory for the bulk simulator was insufficient.
Error message . .
Close the automatic adjustment screen.
Cause Since the memory is insufficient, the automatic adjustment could not be
4009 performed with the specified workpiece model and learning environment.
Change to a simple shape workpiece model.
Countermeasure | Reduce the number of workpieces in the learning environment setting.
Check that the computer performance meets the request specifications.
[Setting related error]
Error
Error cause and countermeasure
code
Error message It is in use on the jobs.
6001 Cause Because the name is in use on the jobs, it cannot be changed.
Countermeasure | Deselect the job, and change the name.
Error message It is in use on the work lists.
6002 Cause Because the name is in use in the workpiece list, it cannot be changed.
Countermeasure | Deselect the name in the workpiece list, and change the name.
Error message The hand is not selected.
6003 Cause The hand is not selected.
Countermeasure | Select the hand.
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10.5. Q&A
No. Symptom Cause Measure
1 The edge The application | Check that the application is started.
computer is not started.
power is ON,
but the Setting | The LAN cable | Check the LAN cable.
and Add may be
Control Unit disconnected
window does or may be
not appear. damaged.
Communication | [Windows XP]
has been Select [Control Panel] - [Windows Firewall] - [Exceptions] tab,

blocked by the
firewall.

click the [Add Program] button, and specify "C:\Program
Files\MELSOFT\RT ToolBox3\MELFA_3DVS.exe" (if using the
default installation destination). Furthermore, ensure that the RT
ToolBox3 item check box in the list at the [Exceptions] tab is
selected, and click the [OK] button.

[Windows 7]

Select [Control Panel] - [System and Security] - [Allow an app
through Windows Firewall], click the [Change settings] button,
followed by the [Allow another app...] button, and specify the
installation destination to add it.

Installation destination for the RT ToolBox3 (default)
C:\Program Files\MELSOFT\RT ToolBox3\
MELFA_3DVS.exe

Select the "Domain", "Home/Work (Private)", or "Public" check
box based on the usage environment, and then click the [OK]
button.

(ol )

= [ &3 |[ Search Control Parel ol

Allowsd Programs

@Qv|ﬂ « Wind... »

Allow programs to communicate through Windows Firewall
To add, change, or e allowed programs and ports, click Change settings.

What are the risks of allowing a program to municate? ¥ Change settings

Allowed programs and features:

Name Home/Work (Private)  Public *
[ Performance Logs and Alerts

M Remote Assistance

Remote Desktop

[ Remote Desktop - RemoteFX

[ Remete Event Log Management

[ Remote Scheduled Tasks Management
[ Remote Service Management

[ Remate Yolume Management

[ Routing and Remote Acc

[ RT TeolBox2
[ Secure Socket Tum
LISNMP Trap

neling Protocol

DD!DDDDDD!!D
OOmOO0OO0O0000O®O

3

Allow another progra...

Select [Control Panel] - [System and Security] - [Windows
Firewall] - [Advanced].

On the following screen, select [Inbound Rules], then confirm
that there is "RT ToolBox3", and "TCP" and "UDP" are selected
respectively in [Protocol].

WP Windows Firewall with Advanced Security
File Action View Help

«=s|2F = BE
s i -

.b:&?&”m;e; Name é./p.. E. A. Ov. P. L. R. Protocol =
%5 Connection Secur W;?ﬁlw’gllllEIIIﬁI#‘I;I“YI‘IJQIII

(EHRT ToalBox3 P.. Y. A. No C. uop -
&, Monitoring IIIIIIIIIIIIIIIIIIIIIIIJIIIIIIII
= .
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No.

Symptom

Cause

Measure

* When the port input for UDP is not admitted:

Select [New rule] from the above mentioned screen and start
the new inbound rule wizard.

Configure the settings as follows in each step of the wizard.
<Step: Rule types>

Select [Custom] and then click [Next].

<Step: Program>

Select [This program path], then configure the execution file for
"RT ToolBox3".

[RT Toolbox3 32bit OS]

%ProgramFiles%\MELSOFT

\RT ToolBox3\MELFA_3DVS.exe

[RT Toolbox3 64bit OS]

%ProgramFiles%(x64 \MELSOFT

\RT ToolBox3\MELFA_3DVS.exe

This program path:
%ProgramFiles¥ (x86)¥MELSOFT¥RT ToolBox 3¥MELF A_3DVS exe
xample: c¥path¥program exe

%ProgramF iles¥¥browser¥browser exe

Browse.. |

<Step: Protocol and port>

Select [UDP] under [Protocol types].
<Step: Scope>

Under the initial settings, click [Next].

<Step: Operation>

In the state in which [Allow the connection] is selected, click
[Next].

<Step: Profile>

Confirm the settings in accordance with your network settings.
<Step: Name>

Input "RT ToolBox3" into [Name], then click the [Complete]
button.

Communication
has been
blocked by the
anti-virus
software.

Refer to the manual for the relevant product and specify
communication permission settings for the installation
destination in the firewall settings.

Installation destination for the RT ToolBox3 (default)
C:\Program Files\MELSOFT\RT ToolBox3\
MELFA_3DVS.exe

When installing
to the same
computer as
RT ToolBox3:
The computer
is not
connected to
the switching
hub.

Add the control unit manually.
1. Click the [Manual addition] button on the Setting and Add
Control Unit window.

2. Set the local loopback address (127.0.0.1) for IP Address in
the Control Unit Adding window, and click the [Set] button.

Control Unit Adding £

Adding of Control Unit

Unit Name:

locahost

Port: 23365

Click [Set] button to add the workspace.

1P Address:
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No. Symptom Cause Measure

2 The edge Same as No.1 | Same as No.1
computer
power is ON,
but the
MELFA-3D
Vision setting
window does
not appear
even if
double-clicking
the control unit
added to the
workspace.

3 Setting the The settings of | Set the MELIPC Virtual Ethernet according to Ethernet CH2.
camera the MELIPC Click [Windows Start] - [Settings] - [Network & Internet] - [Network
communication | virtual Ethernet | and Sharing Center], then [Change adapter settings].
failed. need to be e

temporar“y 4 & > Contrd Pand > Nebwork and Intemet + Metwork Connections |8 [ Saaech Netwark Conna ‘.r“ ;
changed.

Right-click the virtual Ethernet and select [Properties].
Select [Internet Protocol Version 4 (TCP/IPv4)] and click the
[Properties] button.

Internet Protocel Version 4 (TCP/IPvd) Broperties X

General

You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings,

tically

IP address:

i72.16 .0 . 3

Obtain DNS server address automatically

Subnet mask:

Default gateway:

(®) Use the following DNS server addresses:
Preferred DNS server: l:l

Alternate DNS server:

[Jvalidate settings upon exit Advanced...

Cancel

(Before change)

Change the IP address, subnet mask, and default gateway

according to Ethernet CH2, and click the [OK] button.

Restart MELIPC, and perform the camera communication settings.

After completing the communication settings, restore the virtual

Ethernet settings.

* The MELIPC virtual Ethernet is a virtual network which connects
the Windows parts and VxWorks parts. Unless the settings are
restored, the communication between the Windows parts and
VxWorks parts will be unavailable.

Live images are

displayed or

pattern
irradiation is
being
performed

If the calibration screen is displayed, close the calibration screen,
and then set the communication settings of the camera.
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Symptom

Cause

Measure

V30Open was
executed, but
an L3142 error
occurred, and
it is not
possible to
connect to the
control unit.

The subnet
mask setting for
the IP address
set at the
control unit
setting/addition
screen differs
from the IP
address set in
the robot
Ethernet
settings.

Ensure that the part in the IP address "ooo-ooo-ooo-AAA" is
same for both the control unit and robot.

The port No. set
at the control
unit
setting/addition
screen differs
from that set in
the robot
Ethernet
settings.

Enter the same port No. in the robot Ethernet settings as that
set for the control unit.

The COM No.
specified with
V30pen is
incorrect.

Check the specified COM No.

The LAN cable
is damaged or
not connected.

Check the LAN cable.
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No. Symptom

Cause

Measure

The MELFA-3D
Vision
application has
been blocked
by the firewall.

[Windows 10]

Select [Windows Start] - [Settings] - [Network & Internet] -
[Windows Firewall], or [Control Panel] - [Windows Firewall],
Allow a program or feature through Windows Firewall].

Click the [Change settings] button, select MELFA-3D Vision,
and select the "Domain"/"Private"/"Public" check box based on
the usage environment, and then click the [OK] button.

@ Allowed apps - O
“— v A 9 < Windows Firewall » Allowed apps v O Search Control Panel »
File Edit View Tools Help
A
Allow apps to communicate through Windows Firewall
To add, change, or remove allowed apps and ports, click Change settings.
What are the risks of allowing an app to communicate? G'Chaﬂge settings
Allowed apps and features:
Name Private  Public
[ Key Management Service [m| [m]
mONS
[ Media Center Extenders [m] [m]
MELFA_3DVS [m]
MELFA-3D Vision Core
MELSOFT Mediative Server O
Microsoft family features
[ MNetlegon Service O [m]
Network Discovery
O Performance Logs and Alerts [m| [m]
Proximity Sharing
Q172DSRCPUmelFtpsvr [ .
Details... Remove
Allow another app... v
oK Cancel

When the problem cannot be resolved by the above measures:

(Ex. When connection is performed via the local network)

1. Input the [Win] + R key, enter "secpol.msc", and click the [OK]

button to open the Local Security Policy window.

2. Select [Network List Manager Policies], and double-click
[Unidentified Networks] displayed in the right pane.

3. Change [Location type] to [Private], and click the [OK] button.

T Local SeurityPalicy 0 L TR S S A S T
[ File Action View Help

|2 EE=|Hm

= Security Settings Metwork Name Description

+ 7R Account Policies
> T/ Local Palicies
1 Windows Firewall with Advanced Sec
7 Network List Manager Policies
| Public Key Palicies
1 Software Restriction Policies

Networks that cannot be identified due to a network issue or lack |
Temporary state of networks that are in the process of being ident|
All networks that a user connects to.

7% Unidentified Networks
A Identifying Networks
53 All Metworks

¥ Robs Homegroup

Unidentified Networks Properties = |

ocal Compute Network Location

A netwark location identifies the typs of network that a computer is
connected to and automaticaly sets the aporopriate firewall settings for
that location,

Location type
) Not configured
@) Private

*) Public

User permissions
@ Mot configured
) Lser can changs location

) User cannot change location

oK Cancel Apply
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V30pen
was
executed,
but an
L8610 error
occurred,
and it is not
possible to
connect to
the control
unit.

The LAN cable is
damaged or not
connected.

Check the LAN cable.

V30Open
was
executed,
but an
L8632 error
occurred,
and it is not
possible to
connect to
the control
unit.

There is no
response from
the edge
computer.

Ensure that the port No. at the edge computer "Robot
communication settings" screen (see Fig. 7-35) is set for any of
the port Nos. at the robot controller "Ethernet settings" screen

(see Fig. 7-37 ).

An error occurred after
executing V3Run. What the
error number indicates is not

Refer to "M_V3Rslt" in "8.2 MELFA-3D Vision Related Status

Variables".

clear.

The Thereis a Please take measures to the noise. For example, attach the
response suspicious about | shield cover around 2 cables between the edge computer and
from the the influence of the camera head.

camera noise in the (Refer to 6.2 Wiring of equipment)

head is not | environment.

stable. [How to set the shield cover]

When the situation does not refine, please contact us.
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9 Pattern There are Please check the cable connection and cables.
projection suspicious on the
is not disconnection or
actioned breaking of the
after LAN cable and
switching power cable.

Sir;it:: Th<=T camera or | Restart the camera head or the MELFA-3D Vision application.
Sensor. _prOJe_ctor may be

(Or no mvghd. Reset the

response to vision sensor.

the

command)

10 | When the This is because Change the 10 processing mode to the high-speed mode
Ready cycles are fixed (change the parameter "SYNCIO" of the robot controller to 1 or
signal in the 10 2).
output is processing
set, error mode.

4320
occurs with
the robot
controller.
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11. APPENDIX
11.1. Ready signal settings

Once the Ready signal is set, a signal indicating that the control unit is running can be output from the
specified robot. Using 8 bits from the specified signal, it counts in 1-second intervals (0 to 255).

It is used to monitor the status of the controller unit (completion of startup, end, etc.) from other external
devices.

&Y General Purpose signal 1:RC1

Tt [

Input signak
Signal#
15- 0
31- 16

_n
m
(=]
(3]
@
»
-]
-]
=~
=]
w
s
]
i
=]

UDec | Pseudo
0

)
o
)
)
o
o
)
o
o
)
)
o
o
)
)
o

)
o
)
)
o
o
)
o
o
)
)
o
o
)
)
o
o

Monit:
Output signal: sentllinngr

Signa# |F|E[D|C|B|A|o9T8[7[e[5[4[3]2]1]0 [uDec

15 0 |ofofofo[o[0|0] onjah@oaimfui]@ajutphaddns 0

31-16 |o|o|ofofo]ooao" o [ o IE o IEW o [EW" 140
...................

Forced
Quiput

Fig. 11-1 Example of using the Ready signal

When specifying the Ready signal, click [Set ready signal] in the context menu, which appears by
right-clicking the subject robot on the [Robot] tab from the property monitor.

On the displayed settings screen, enter the first signal number allocated to the Ready signal. Enter "-1" in
order to turn off the Ready signal. Clicking [Set] enters the settings of the Ready signal in the controller unit.

Ready Signal Settin
staus e
Mode: [Qperation - Robot ID: 1
Robot First #: -1
D IP Address  Port # |:> SEELL
__m_ tllt Iength: Sbi‘t
2 Setup
3 JSUSSEEEsEEEEEEEEEEEaEE a Set
= Set ready signal... .
4 ChASAARELES CAERTRETEREE:
Close
Camera | Robot | Calibration | Job

Fig. 11-2 Ready signal settings screen

< @ <>GWhen errord320 occursO € <O
When error 4320 occurs with a robot controller after the Ready signal setting, refer to No.10 of 10.5
Q&A.
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11.2. Camera Focus Adjustment Sheet
Cut out and use the following pattern when performing camera focus adjustment.

MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
MELFA-3D Vision MELFA-3D Vision MELFA-3D Vision
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11.3. Robot Calibration Program "JRCA.prg"

'[Arrangement declaration]

Dim PG_CLB(8) 'Calibration posture
'[Connection to MELFA-3D Vision]
If M_Open(1) <> 2 Then 'If vision sensor No. 1 is not capable of measurement

V30pen "COM2:" As #1 'Connect to vision sensor connected to COM2: and set number to 1.
EndIf
Wait M_Open(1) = 2 'Connect to vision sensor No. 1 and wait until measurement is
possible.

'[Change to 10% when override is greater than 10%]
If M_Ovrd > 10 Then

Ovrd 10
Endlf
'[Recognition of robot calibration plate]
Mov PG_CLB(5) 'Move to safe point.
ForM1=1To 8

MOK=0

Mov PG_CLB(5)

Mov PG_CLB(M1) 'Move to calibration posture.

Dly 3 'Wait until static.

While MOK=0 'Repeat until successful.
V3Calib #1,M1,1 'Perform robot calibration plate recognition.
*LP1:1f M_V3Rslt(1) = -1 GoTo *LP1  'Wait until complete.

If M_V3Rslt(1) = 0 Then MOK=1 'Proceed if successful.

WEnNd

Next M1

'[Robot calibration calculation]

V3Calc #1,1 'Perform calibration calculation.
*LP9:If M_V3Rsilt(1) = -1 GoTo *LP9 'Wait until complete.

If M_V3Rslt(1) <> 0 Then Error 9000+M_V3Rslt(1)

V3Close #1 'Close connection.
Mov PG_CLB(5)

Mov PG_CLB(1) 'Move to 1st point.
Hit

End

Robot Calibration Program "JRCA.prg" 11-229
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11.4. Calibration Sheet (For Non-contact type calibration)

When performing the fixed camera calibration, use the sheet as a jig affixed to the hand.

Depending on the usage environment (camera field of view size), enlarge and reduce.

Calibration Sheet (For Non-contact type calibration) 11-230
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11.5. Calibration Sheet (For Contact type calibration)
When performing the contact type calibration method, use the sheet as target marks.

Depending on the usage environment (camera field of view size), enlarge and reduce.
If the configuration varies often, placing separate marks may be useful.

Calibration Sheet (For Contact type calibration) 11-231
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Copyrights and Disclaimers

IMPORTANT: READ BEFORE DOWNLOADING, COPYING, INSTALLING OR USING.

By downloading, copying, installing or using the software you agree to this license.
If you do not agree to this license, do not download, install,
copy or use the software.

License Agreement
For Open Source Computer Vision Library

Copyright (C) 2000-2008, Intel Corporation, all rights reserved.
Copyright (C) 2008-2009, Willow Garage Inc., all rights reserved.
Third party copyrights are property of their respective owners.

Redistribution and use in source and binary forms, with or without modification,
are permitted provided that the following conditions are met:

* Redistribution's of source code must retain the above copyright notice,
this list of conditions and the following disclaimer.

* Redistribution's in binary form must reproduce the above copyright notice,
this list of conditions and the following disclaimer in the documentation
and/or other materials provided with the distribution.

* The name of the copyright holders may not be used to endorse or promote products
derived from this software without specific prior written permission.

This software is provided by the copyright holders and contributors "as is" and
any express or implied warranties, including, but not limited to, the implied
warranties of merchantability and fitness for a particular purpose are disclaimed.
In no event shall the Intel Corporation or contributors be liable for any direct,
indirect, incidental, special, exemplary, or consequential damages

(including, but not limited to, procurement of substitute goods or services;

loss of use, data, or profits; or business interruption) however caused

and on any theory of liability, whether in contract, strict liability,

or tort (including negligence or otherwise) arising in any way out of

the use of this software, even if advised of the possibility of such damage.
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